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Abstract

this study is about fitting a such regression model for Tobit (Truncated), and (censored) data
regression models for a sample of persons (n=500), with their sugar rate per person as a response
variable (Y), and explanatory variables (Xi: Age , X»: Rate of cholesterol.gm/dl, and Xa:
Triglyceride.gm/dl). (Data of this study were obtained through the follow-up of diabetic patients
directly from the laboratories of analysis of blood diseases and diabetes in several laboratories with
experience in the city of Sulaymaniyah) . The persons whom their sugar rate is above 120gm/dl
only remained and the others are censored as a zero values (left censored), also the same set of data
was truncated from below, then in truncated sample, only the cases under risk of diabetes (greater
than the sugar rate=120gm/dl) are recorded, and the others are omitted from the data set. With
remaining explanatory with their actual records, and then after fitting censored and truncated
models also in order to detect the unbiased, and consistency of the estimated (Parameters) model,
the (marginal effects for explanatory) are calculated and comparing these two models with multiple
regression model estimation by an ordinary least square method (OLS).
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Introduction ™V ?;

A limited dependent variable is a variable whose range of possible values is ‘restricted in some
important way’. In advanced micro-econometrics term is often used when estimation of the
relationship between the limited dependent variable of interest and other variables requires methods
that take this restriction into account. This may arise when the variable of interest is constrained to
lie between (0, and 1), as in the case of a probability, or is constrained to be generally positive lie
between (0, ), as in the case of a required age for a special job is greater or equal than (20 years)
as an average. Then a limited dependent variable means there is a limit or boundary on its values
and some of the observations hit the limit such as the quantity of product consumed is zero for some
consumers, and positive amount for others, or as a capacity issues, the demand for tickets for a
game is censored at the hall, or state capacity which is a maximum ticket that can be sold. Limited
dependent variable models include: a-Censoring, where for some individuals in a data set, some
data are missing but other data are present, b-Truncation, where some individuals are systematically
excluded from observation. ¢- Discrete outcomes, such as binary or qualitative data restricted to a
small number of categories.
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1-1 The different between (Censored and Truncated data) ®:

this difference can be detected, as an example, for a sample consumers of coffee, the censored
sample included consumers who consumes “zero” quantity. But truncated sample, are
consumers whom choose positive quantities of coffee. (Both types are only described the values
of the dependent observations value). It is difficult to modulate these types of data, this because
the marginal effects for the factors or what so called (Explanatory) were varied if they
compared with each other’s in those models of regression that interesting this behaviours with
other that can’t able to recognize censored or truncated dependent variables (limited dep.
variables may defined as( latent variable)).This because the censored data sample includes (zero
values) introduced during mean value computing, but truncated one, these (zero values) omitted
from the sample, and then the mean value of censored one is less than the truncated for same
data set, this because of the sample size(n) which greater for censored than truncated for the
same sample(®.

2- Truncated, censored data & regression models:

2-1 Truncated, and censored data (7:

The data described as a censored or truncated are defined logically as follow:

(Y) is censored when we observe (X’s) for all observations, but we only know a true value of (Y)
for a restricted range of observations. Values of (Y) in a certain range are reported as a single value
or there is significant clustering around a value, say (0).

If Y=k, or Y>k (k is a threshold) for all Y, then, (Y") is censored from below or (left-censored). If
Y=k, or Y<k for all Y, then (Y") is censored from above or (right-censored).

(Y) is truncated when only observe(X)for observations where(Y) wouldn’t be censored, then we
don’t have a full sample for (Y, X), we exclude observations based on characteristics of (Y). Also,
if the excluded observations (Y) are above the threshold (k), then (Y") is truncated above, and (Y")
truncated below if the excluded observations (Y) are below the threshold (k). And if there are two
thresholds (ki, and k») from above, and below then (Y”) is said to be truncated from both (above,
and below). The following graphs explain each case above.

Censored (left) type

PDF(y"

£ v*)

Prob(y*<5)

5 y=

* The pdf of the observable variable, y, is a mixture of discrete
(prob. mass at Y=5) and continuous (Prob[Y*>5]) distributions.

Figure (1): Censored from below with the probability distribution explanation (threshold =5) )
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Normal Truncated
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' Under data censoring, the censored distribution is a combination of
a pmf plus a pdf. They add up to 1. We have a different situation
under truncation. To create a pdf for Y we will use a conditional pdf.

Figure (2): Truncated from below with the probability distribution explanation (threshold =3)

2-2 Truncated, and censored, regression models “®;

Truncated regression is different from censored with the following points: Censored regressions:
the dependent variable may be censored, but you can introduce the censored observations in the
regression. But truncated regressions: A subset of observations are dropped, and only the
remainder data after truncation are available in the regression. It is very important to say that the
(OLS) estimates were (biased) when the sample is determined by the value of (Y-variable) in both
truncated, and censored data, this is because of the correlated sample selection with the random
variable ( g, ).

Consider the regression model: y, = B8, + B,x, + &, , for applying truncated reg. and instead of
using all observations, we use a sub-sample. Let(a;) de an indicator, if £then observation (i)
included in the regression, and if a, = 0, then it doesn’t and dropped from the data. Since in(OLS)
all the data including in regression then for all observations a; = 1 , the case will return to the
above reg. model and then the sample selection are uncorrelated with the error term (;), so their
estimates are unbiased, but if the selection sample at only the obs. with a, = 1 were used, that’s we
run the following regression a,y, = a8, + f,a;x; + a,s; ,now (a.x;) is the independent variable
and ( u, =a;s)is the error term. This means that (OLS) estimators are unbiased if
E(u; = a;s,/a;x;) =0, but let now we have a such threshold(k) for truncation, then now (a,)
depends on (yi), and (&,). It cannot be dropped out from the conditional set as  we did previously,

then E(e/x,v) # E(=/x) = 0 means that (OLS) estimators are biased.
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2-3 Truncated Regression Model Fitting ®-;

When the data truncation is based on the (Y-variable), suppose we have the following general linear
regression satisfied all properties and assumptions of linear model:

v,=xf+¢5, & ~N0g®) 0 e (1)

The underline sample is only if (yi < kj,), observation dropped if (y; =k; ) , truncated below , and
we know the exact value of (ki) for each individual. Here the truncated model that produces
unbiased estimate is based on (Maximum likelihood: ML) Estimation. The difference of truncated
regression, and biased regression (OLS), is explained from the figure below:

These
obsetvations
arc dropped
from the data.

Figure (3): The difference of truncated regression, and biased regression (OLS)®:

2-4 Normal Truncated Regression. Conditional Distribution *» ©);
Given the normality assumption, &, ~ N(0,o%) , and estimating the truncated model, then the ML
method is capable to apply this case, is for each s, = v, — x; B the likelihood contribution is the
probability density function (p.d.f) for (¢, ), given by f{(&,), but we remember that we select sample
only if (y,< ¢,), then we have to use f{(¢,) conditional to (< ¢,): then:

fl(&)

fle/yi<e) =fla/e<c—xB)= pr(s; < ¢, —x;8)

fisih — = f':é'[]:l
e )
e
1 1 ( & ]
= exp(———
':I}(ci—x;ﬁ] V2mo? 20°
o
_ z¢3)
fl&/y=k) = PO — 2

o

&(.),and ¢(.) are the cummulative density function,and (p.d.f) for normal distribution respective
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2-5 Truncated Normal Moments: -®)
Let: y* be a (truncated variable),

}Fi-N[:.F{%JG—:] and a = [ﬁ'—j{*]f’g and -;L[:C?{f] _ _ 8=

Then the first moment is
Elvi/y=c]l = +oi(a) = e 3)
This is a truncated regression. If p* = 0 and the truncation is from below (this means A(a)>0)
then the mean of the truncated variable is greater than the original mean, remember that for the
standard normal distribution A(a) is the mean of the truncated distribution. And the second moment
is given by:
var[y*/y > c] = ¢*[1 —§6(a)] where, G(a) = A(a)[A(a)—a]

A(a) , is called (inverse Mill’s ratio which defined as aratio of the probability density
function @(«x) to the [1- @ (a)] Where < () is the cumulative normal distribution function. Its use

is often motivated by the following property of the truncated normal distribution. If (X) is a random
variable having a normal distribution with mean x and variance ¢°, then:

o(=E)
E(y/yza)=u+t ﬂﬁiﬁ , and also

(A= fE
E(v/v<a)=pu+ UE , Where (&) is constant.
R §

A common application of the inverse Mills ratio (sometimes also called “non-selection hazard”)
arises in regression analysis to take account of a possible selection bias. If a dependent variable
is censored (i.e., not for all observations a positive outcome is observed) it causes a concentration of
observations at zero values. This problem was first acknowledged by Tobin (1958), who showed
that if this is not taken into consideration in the estimation procedure, an ordinary least
squares estimation will produce biased parameter estimates. With censored dependent variables
there is a violation of the Gauss distribution assumption of zero correlation between independent
variables and the error term. This moment gave a general result for the truncated regression that it
reduces the variance when it is applied to upper or lower truncation that’s because of the range of
8(a) ,suchthat: 0 < §(a) < 1. The following figure explains clearly the truncated normal model:

Model: y;" = X + g
Data:y = y* | y* >0

iy |v'=0,X)

Figure (4): Truncated Normal

F(O0]X) Distribution ©- (0

fiy* %)
n‘ : A ' ‘\I '
O 7
Xp X,B+oh
* Truncated (from below —i.c., y*>0) regression model:
Efy;| v > 0,X) = X8 + o}, > E(y,| X)

DOI: http://dx.doi.org/10.25098/2.2.32 87




PP: 82-96 The Scientific Journal of Cihan University — Sulaimanyia
Volume (2), Issue (2), December 2018
ISSN 2520-7377 (Online), ISSN 2520-5102 (Print)

The likelihood contribution for i observation is given by:

1@{}15 —IEﬁ]

_Cl' oo
)

T

The likelihood function is given by

N
logL(B,0) = Z loglL, = —g [log(2m) + log(c*)]
i=1

¥

=it -Illoge(F)] (5)

LT o

(— % [log(2m) +log(a?)] — ﬂl? M, &%), is the (log function) of the joint density of (N) values of

I
(y': truncated), and — XX, log [-:b (ié—ﬂn is a (log function for joint probability of(y* > 0). The

value of (8, ¢) that maximizes (logL) are the ML estimators of the truncated regression.
2-6 The Marginal Effects (- ®):

The estimated (§,,) vector shows the effect of (x,.) on (yi). Thus coefficients and marginal effects
of a variable is the effect of an unit change of this variable on the probability P(Y = 1|X = x), given
that all other variables are constant, The slope parameter of the linear regression model measures
directly the marginal effect of the variable on the other variable:

QE(yi/X,yi = 0) _pg, + dE(e; [ v{ = 0)

0X,, k 0X,,, - (6)
BEI:}E?:T = =pt+ ‘T% =By + (Al - “eﬂae](_%
= ﬂk[i _AE - a:";l':'] = ﬁk(i - 5&)
Where &, = A(a;)[A(a;)+a;] and 0<8,<1 (7)

2-6: Censored Regression Model ¢ © ;

This type of regression was also is another type of (Tobit) model, which is arises when the(y)
variable is limited (or censored) from right, or left. If we are estimating sales (y) of a particular
good, we would probably observe a large number of observation where (y = 0). The sales variable
would be censored at y=0 There are numerous other examples where the dependent variable in a
regression equation is similarly limited.

The censored (Tobit) Model structure:

vi=f, +fox, +--+ Bpxy, +u; (Standard Tobit model)
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0if v/ =< l]}

..
v :is unobservable but y. = {
S -t _'L:r:' !’f }:r; =0

Censored Regression model Case where all (y,- ,x,-)are observed it is just that when y. "passes"
the truncation point, y,is recorded as the truncation point. As in the truncation model you can have

left-censoring, right-censoring, or upper and lower-censoring. The Tobit reg. model can be
represented also as follow ?:

Censored regression model is given by:  V; = X i',B + &
%
y; =0 if i =X,'b+¢& <0

v=X'p+&w v, =X'p+e>0 )

1

E()/i | Y, > 0,)(1.); Is given above in the truncated regression model discussion (where X,is a

scalar explanatory variable). The unconditional expectation of y is:

Ey | X)=(0-0(X,ploNX,f+op (=X, /o) e (10)

The total effect of a change in the k-th explanatory variable Xk ,i on the expectation of
: OE[y, | X,]
yiis  ————=(1-0(X,flo)f, (11)
ki

In the standard Tobit model (Tobin 1958), we have a dependent variable y that is left-censored at

Zero:
0 ifvi<0

vi=x/f+ ¢, u.={ SE= }
yi=xBteE . v yi ify =0

Here the subscript (1 = 1, ...N) indicates the observation, ¥; is an unobserved Variable,( x;) is a
vector of explanatory variables, § is a vector of unknown parameters, and [si )is a disturbance

term. The censored regression model is a generalisation of the standard (Tobit) model. The
dependent variable can be either left-censored, right-censored, or both left-censored and right-
censored, where the Lower (and/or) upper limit of the dependent variable can be any number:

i =x B+
a ifvi<a
vi={ ¥ ifa<yi<b{ e (13)
b ifyf > b

Here (a) is the lower limit and (b) is the upper limit of the dependent variable.
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q’%r,, o SJ[

cus /4

2-6-1 Estimation Method ¥-5)-®);

Censored regression models (including the standard Tobit model) are usually estimated by the
Maximum Likelihood (ML) method. Assuming that the disturbance term (g) follows a normal
distribution with mean (0) and variance () , the log-likelihood function is:

_ Iiﬁlog'i"(ﬂiﬁ)+fibfﬂg¢(iiﬁ)+[i—ff—Iib]
logl = Xis ’ B (14)
(Eogqﬁ[:%‘ﬁj —log o)

Where ¢(.), and ®@(.) denote the probability density function and the cumulative distribution
function, respectively, of the standard normal distribution, and J;* and If’ are indicator functions

with:
1if yv,=a Lif y;=b
I8 = [n if }rf}a] , and [T = [0 if Pe‘:b]

Note that the standard Tobit model presented above can be written as a combination of two
familiar models. The first model is called (Probit) model, which determines whether the (y,)

variable is (zero or positive) and the second model is a Truncated Regression model for the positive

values of ( ) ; ). The (Tobit I) model assumes that the parameters for the effect of the explanatory

variables on the probability that an observation is censored and the effect on the conditional mean
of the non-censored observations are the same.

3-Application:
Table (1): A sample taken from the data as an example (100 obs.) out of total cases
(n) =500, left censored, (Y*=Y > 120).

X2 Y=
ID | X2:Age |:CHOLESTROL(mg/dl) | x> TRIGLYCERID(mgldD) o e/l
1 39 232 222 0
2 57 226 169 0
3 40 168 91 0
4 54 213 453 0
5 65 230 134 0
6 46 152 143 0
7 50 207 257 0
8 45 238 202 0
9 7 101 9% 0
10 48 247 137 0
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57 50 303 299 141
58 65 206 203 146
59 50 179 149 147
60 60 152 157 147
61 45 195 249 149
62 64 280 125 156
63 65 165 265 164
98 49 235 134 123
99 57 202 177 206
100 34 352 381 164

Suger Origin(Dep. Var.)
200 7 s Suger Origin

400 -
300

200

100

0
R T T T S S 2 i i SRR R S S

Figure (5): Original Sugar rate (Dependent Variable: Y1)

Suger (left censored ) (limited Dep. Var.)
500 -

= Suger (left censored )
400 -
300 A
200 A

100 -

0

T L 2 e S e e e e R R R R

Figure (6): Sugar rate (left censored: Y': limited Dependent Variable: Y">120)
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3-1 Fitting (censored, and truncated) Regression Models Results:

Using the statistical package (R 3.0.3 for Statistical Computing).

3-1-1: Censored Regression

(formula = y ~ x, left = 0, right = Infinity) Observations: Total (500 observations, Left-censored=
221 observations, Uncensored =279 observations, left censored (Y < 120 then Y* = 0: observation).
The results of censored regression are as follow:

Table (2): Results of left censored regression model:

Coefficients: Estimate Std. Error z value Pr(>|z|)
(Intercept) -1.2053853 0.3020629 -3.991 6.59e-05 ***
Age 0.0257398 0.0046099 5.584 2.36e-08 ***
Cholesterol -0.0014870 0.0011273 -1.319 0.187
Triglycerides 0.0028108 0.0005348 5.256 1.47e-07 ***

Mean square error= 624.94 on (496) degrees of freedom Wald-statistic: 68.03 on 3 Df, p-
value:1.1294¢-14, No. of iterations=4, AIC=632.94 ,AIC = {=2(log.likelihood) + 2K], Where:
K :the number of model parameters (the number of variables in the model plus the intercept). Log-
likelihood is a measure of model fit, the higher the number, the better the fit. And minimum AIC is
the score for the best model.

3-1-2: Marginal Effects (ME) for censored regression:

Table (3): results of Marginal effects for explanatory variables:

Marg. Eff. Std. Error t value Pr(>t))
Age 2.142491 0.352280 6.0818 2.379e-09 ***
Cholesterol -0.124643 0.088041 -1.4157 0.1575
Triglycerides ~ 0.220005 0.037824 5.8166 1.079e-08 ***

3-1-3: Truncated (below) regression model results:

Table (4): Results for truncated regression model:

Coefficients: Estimate Std. Error t-value Pr(>|t))
(Intercept) -422.78466  102.56397 -4.1222 3.753e-05 ***
Age 6.61668 1.31048 5.0491 4.440e-07 ***
Cholesterol -0.75165 0.33338 -2.2546 0.02416
Triglycerides 0.74587 0.14152 5.2705 1.360e-07 ***
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Log-Likelihood: -2774.9 on 5 Df, , LR =-2256.359 with df=4. AIC=5549.8

3-1-4: Multiple Regression Model (OLS):
Table (5): Results for multiple regression model with (OLS) method for origin sugar rate:

Standardize
Unstandardized d
Coefficients Coefficients Collinearity Statistics
Toleranc

Model B Std. Error Betas T Sig. e VIF
C tant
; OBSEIN 73260 | 13.568 5399 | 000
Age

1.254 202 259 6.201 .000 .996 1.004
Cholest
| OOl 091 052 076 | <1762 | 079 | 942 1.061
TRI

.144 .023 275 6.414 .000 .945 1.058

Table (6): Multiple Regression Model Summary, and Analysis of Variance:

Model Summary
Std. Error of the
odel R | R Square |Adjusted R Square Estimate Durbin-Watson
1 373 139 134 59.657 1.915
ANOVA
Sum of
Model Squares Df Mean Square F Sig.
Regression | 285256.938 3 95085.646 | 26.717 .000*
Residual | 1765261.214 496 3558.994
Total 2050518.152 499
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Log-Likelihood: -2774.9 on 5 Df, , LR =-2256.359 with df=4. AIC=5549.8

3-1-4: Multiple Regression Model (OLS):
Table (5): Results for multiple regression model with (OLS) method for origin sugar rate:

Standardize
Unstandardized d
Coefficients Coefficients Collinearity Statistics
Toleranc
Model B Std. Error Betas T Sig. e VIF
C tant
§ OBSEIN 73260 | 13.568 5399 | 000
Age
1.254 202 259 6.201 .000 996 1.004
Cholest
| OISOl 091 052 076 | <1762 | 079 | 942 1.061
TRI
144 .023 275 6.414 .000 945 1.058
Scatterplot

Dependent Variable: Suger

4—

o—

Regression Standardized Residual

Regression Standardized Predicted Value

Figure (7): Standardized Residuals for Multiple regression model using (OLS)
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AIC = nleg(Mean Square Errar) + 2k , is an alternative formula for least squares

regression type analyses for normally distributed errors, minimum AIC is the score for the best least
square model: AIC=1775.66

4-Results Analysis and Conclusion:

After applying censored and truncated regression models, also multiple regression with least square
method on the sample data (n=500) for persons whom their rates are exceed 120gm/dl under the
risk of injury with diabetes, by taking the hypothesis that the blood sugar (Y), depends on the
explanatory (Age: Xi, Cholesterol: X, gram/decilitre, Triglycerides: X3 gram/decilitre), and
comparing their results, the following important points are introduced.

1- The censored regression model for sample under consideration was more applicable than the
other regression models (truncated, and multiple regression), this result was detected by comparing
their AIC, and also Log-likelihood values (the minimum AIC, the best fitted model, also the
maximum log-likelihood value the best fitted model).

2- The two explanatory (Age, and Triglycerides have highly significant effects on the blood sugar,
but not cholesterol which appeared has no significant effects in data sample.

3- Recall the table (3) above, concerned with the marginal effects as defined theoretically. The
change in age one year makes significant increasing in blood sugar by %2 as a mean effect for each
person in the sample with standard error (0.35) by remaining the other explanatory fixed. And also
one unit of triglycerides causes significant increases by %0.22 approximately with slandered error
0.03.

4- The results of multiple regression model which was estimated by ordinary least square method
(tables 5, and 6), indicates that this model is not an adequate candidate model with maximum AIC
value if it compares with the reminder regression in this application, especially with censored
candidate regression model because the ordinary least square estimates(unconditional estimates) are
biased , and moreover it deals with the origin data (without censoring or truncating) of the dep.
variable (blood sugar) that contents (n=500) in fitting multiple regression model, so they are not
consists , in other hand the likelihood estimates for the censored regression are conditional
estimates,(the condition is that all dependent variable’s observation where exceeds (120 gm/dl) are
all zeros), makes these estimates unbiased and consists.
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