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Abstract:

Student’s issue is one of the special concern in education system, one way to reduce these
problems is to identify the most probable contributing factors that effect on student’s
agree or disagree for their department. So that the main objective of the study is the
modeling for acceptance level from students according to mathematical models to
determining and investigating the various factors which are cause this acceptance. This
study applied logistic regression, the data collected from Sulaimani University according
to survey method which shown in the study appendix, the sample consists of a 180
subjects. The acceptance level is aresponse variable which is a binary variable with two
categories: the students are agree with their department or disagree. Due to the binary
nature of this response variable a logistic regression approach is suitable to analyze in this
case. Among 27 variables obtained from survey, four explanatory variables found most
significantly associated to response variable which are X11 (Have students long disease),
X17 (Did students expect to study at their department), X18 (Are students like to continue
in their department), X27 (Are the lectures appropriate with reality life).
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1. Introduction

Logistic regression is a statistical technique for examining relationships between an
outcome variable also can be called a dependent, and one or more other variables, often
calledindependent variables or explanatory. Many issues in the social sciences are studied
using binary logistic models. These models are useful when there are several explanatory
variables and a dichotomousresponse variable. For example, given a prospective student’s
age, department, and other similar information, one may wish to predict the probability of
that students responding to agree or disagree for their department. Multinomial logistic
models consider situations where there are multiple possible discrete outcomes,then the
aim of this study is to determine and investigate of the factors that behind a student’s
agree or disagree for their department in the higher education system, and develop a
logistic regression model for this purpose. Logistic regression was used in this study to
estimate the effect of the statically significant factors on student’s decision.

2. Materials and Methods
2.1 Logistic regression

Logistic regression is one of the important part in statistical models category that called
generalized linear model. This part includes ordinary regression and ANOVA. Logistic
regression allows to predict a binary outcome, such as group membership, from a set of
variables that may be continuous, discrete, dichotomous, or a mix of any of these.
Generally, the response variable is binary (dichotomous), such as presence and absence or
success and failure. Logistic regression does not make many of the key assumptions of
linear regression and general linear models that the based on (OLS) algorithms-
particularly regarding linearity, normality, homoscedasticity, and measurement level.

2.2 The Model of Logistic Regression:

The response variable in the case of logistic regression is usually binary, that is mean,
when this variable can take the value 1 with a success probability 0, or can take the value
0 with failure probability 1-0,in this situation the variable is called a Bernoulli (or binary)
variable. Where the response variable has more than two casesthis case is called
multinomial. We define the binary random variable as:

_ {1 if the outcome is a success }
0 if the outcome is a failure

With probabilities Pr(Z=1) =60 and Pr(Z=0) =1 —0 if there are n such random
variable Z;~ Z, which are independent with Pr(Z; = 1) = 0; then their joint Pr.is

Z; _7. 0;
e;lzlej](l _ e])l Z; — exp I:Z;-lzl Z] lOg (n_é]> + Z?:l lOg (1 - 6]) (21)

Which is a member of the exponential family for the case where theb; is are all equal, we
can define:

Y=3"0Z) e, (2.2)

So that Y is the number of successes in n trails.
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The random variable Y has the distribution binomial (n, 8)

B.(Y =y) = C}6Y(1— )" V=012 ey e, (2.3)

If Y~ binomail (n;,0;) the log. Likelihood function is :

L(Ol, 92, ...,eN;yl,YZ, ...,yN) .............................. (24)
N 0 n
= [ijlyi log (n_el) + n;log(1 — 6;) + log Cyi] .............................. (2.5)

exp (B1+p2X)

The tolerance distribution is: 0 =
1+exp (B1+B2X)

This gives the link function:

l0g(==) (B +2X) (2.6)

2.3 Logistic Regression assumptions

The explanatory or predictor variables can take any form in logistic regression, means
that, there is no assumption about the distribution of the explanatory variables in logistic
regression. Or can be say they have not normal distribution, linear relationship or of
assumption about hetroscedastisity for equal variance in each group.Also in logistic
regression there is no linear function relationship between the explanatory and response
variables, instead, the logit transformation of 0 is used in logistic regression:

elatB1X1+B1X1++B1X1)

—_— 1+e(a+B1X1+ﬁ1X1+"'+31X1) ..............................

0

Where o = the constant of the equation and, B = the coefficient of the predictor variables.
the logistic regression alternative form is:

el ) o pne e

The goal of use of logistic regression is to correct predict for category outcome. To obtain
this goal, the model is created that includes all explanatory variables that are useful in
predicting the outcome variable. There are several different options for creating this
model. The variables can be entered to the model which specified by researcher, or
logistic regression can test the fit of the model after each coefficient of these variables are
added or deleted,this is called stepwise regression.

2.3 Hosmer-Lemshow Goodness of Fit Test:
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The Hosmer-Lemshow statistic evaluates the goodness-of-fit by creating 10 ordered
groups of subjects and then compares the number actually in the each group (observed) to
the number predicted by the logistic regression model (predicted). Thus, the test statistic is
a chi-square statistic with a desirable outcome of non-significance, that is mean the
prediction model doesn’t significantly differ from the observed. These 10 groups are
created which based on their probability estimated; those with estimated probability less
than 0.1 form one group, and so on, up to those with probability 0.9 to one. Each of these
categories is further divided into two groups based on the actual observed outcome
variable (success, failure). The expected frequencies for each of the cells are obtained
from the model. If the model is good, then the subjects most success are classified in the
higher deciles of risk and those with failure in the lower deciles of risk.

2.4 The Logit (Logged Odds)

The logarithm transformation of probability P and even reaching to the logarithm of
Odds (In Odds) called (Logit Transformation). Taking the natural log of the odds
eliminates the floor of lower limit (zero) much as transforming probabilities into odds
eliminates the ceiling of one. Based on this, taking the natural log of odds (Logit) above
zero, and below one produces negative numbers, odds equal to one produces zero, and
odds above one produces positive numbers. Therefore, the logistic regression indicates to
the regression models that include logit as variable in the equation, and the general
formula of the model are:

In0dds = by + byxy + byx, + -+ byxp+e (2.9)

Based on that, the relationship between the Logit (Log Odds) and explanatory variables
is a linear relationship.

logOdds = logit(0) = by + X)_ . bix; e (2.10)

2.5 Estimate logistic regression coefficients:

It is wrong to use the ordinary least squares to estimate the parameters of regression in
the case of regression models with binary (dichotomous) response variable value. The
dichotomous response variable makesestimation using ordinary least squares
inappropriate, the maximum likelihood (ML) estimation is oneof several alternative
approaches that statisticianshave developed for estimating the parametersin a
mathematical model.

Noted that the maximum likelihood (ML) is suitable for all linear and non-linear unlike
the least squares method that does not fit except the linear models. However, themaximum
likelihood (ML) method can be applied in the estimationof complex nonlinear as well as
linear models.In  particular,maximum likelihood (ML) estimation is the
preferredestimation method for logistic regression because logistic model is
nonlinear.Maximum Likelihood method is the Iterative method which depends on many
Iterate of themathematical operations,until access to the best estimates of the coefficients,

can be interpret the data observation through maximum likelihood method.

To describe themaximum likelihood (ML) method, can be introduce likelihood
function (L). This is a function of theunknown parameters in one’s model and, thus,can
alternatively be denoted as L(6) , where 0 denotes the collection of unknown
parametersbeing estimated in the model, denoted here as,, 0,, up through 04, where q is
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the number ofindividual components.The procedure begins with an expression forthe
likelihood of observing the pattern of occurrences (Y = 1) andNonoccurrences (Y = 0) of
an event or characteristic in a given sample. This expression, termed the likelihood
function, depends on unknown logistic regression parameters, maximum likelihood
estimation finds the model parameters that give the maximum value for the likelihood
function. The probability of that class was either P, if yi = 1 or 1 — p, if yi = O the
likelihood is then:

L(Bo+B) = T P(x)V 1 = PXO)I Vi, (2.11)

L(Bo+B) = Z yilog P(x;) + (1 —yj)log1 —P(x)

ZIOgl - P(x) + Zyl log1 (;l() 3

n n
=) —log1+e o) 1y, 3"y, (B + fX)

i=1 i=1

L 1

= o(BotBx)
B~ Z-‘/l1+e<ﬁo+ﬁx> T Zyl i
i=1 i=1
Z 1(yl P(Xi; ,80 + ﬁ) Xl] ........................... (212)
The maximum likelihood function in logistic regression is:
L =12 Px) e +a[1 =P (2.13)

Cases which have the status  Cases which do not have the status

Where n is the total number of cases, m; is the number of cases which have the status and
IT indicates to the multiplication and is similar to the sum sign X, which means that the
function is multiplication probability values for each case.We can use these products
(previous equation) by assuming that we have independent observations on all subjects.
The probability of obtaining the data for the 1th case when (y = 1) is given by P(Xi),
where P(X) is the logistic model formula for individual X. The probability of the data for
the 1th non-case where (y = 0) is given by 1 — P(Xi).

P(x;) = Logistic model

1
O e (2.14)

e(a+Z Bixi)

~Px) =———m—
(Xl) 1+ e(a+Z Bixi)
[T, exp (a+2¥=1 Bixi1)

~ L=
ML, [1+exp (a+ZK., Bxip)]
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to avoid multiplication of probabilities (and typically having to deal with exceedingly
small numbers).the likelihood function can be converted into a logged likelihood function.
Since

In(X*Y) = InX + InY
In(X?%) = Z xInX

Taking the natural log of both sides of the likelihood equation gives the log likelihood
function:

LL=InL=)[Y;j*InPb+ (1 —=Y) *In (1 —=P)] .ooeviiiriii.. (2.16)

The log likelihood function sums the formerly multiplicative terms. If the likelihood
function varies between zero and one, the log likelihood function is vary from negative
infinity to zero.

2.6 Wald Test:

A Wald test is used to test the statistical significance of each coefficient () in the model.
A Wald test is calculating a statistic Z, as follows:

This z value is then squared, a Wald statistic is yielding with a distribution of chi-square.
However, several authors have identified problems with the use of the Wald statistic.
Warns that for large coefficients, and standard error is inflated, if the Wald statistic is
lowering (chi-square) value.States that the likelihood-ratio test is more reliable for small
sample sizes than the Wald test.

2.7 Likelihood-Ratio Test:

The likelihood-ratio test uses the ratio of the maximized value of the likelihood function
for the full model (L1) over the maximized value of the likelihood function for the simpler
model (LO). The likelihood-ratio test statistic equals:

This log transformation of the likelihood functions yields a chi-squared. This test is
recommended;gg use when building a model through backward stepwise elimination.

~2log(—") = ~2(log( L) ~log(L)] = ~2(Ly - L)

3. Data Analysis and Results
3.1 Data Description:

The data set used in this research consists of a sample of 180 students and was obtained
fromSulaimani University / Administration and Economic School — Kurdistan Reign /
Iraq, by using survey. Only students were examined who had been in a fourth stage for
academic year 2013-2014. Since the goal of the study was to investigate the factors which
might effecton the students during their education, the description of the survey variables
are stated as below:
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3.2  Variables of the study
3.2.1 Response variable:

The response variable is the student acceptance level thatis a binary variable with two
categories, which are students are agree with their department or disagree.

3.2.2 Explanatory variables:

For the explanatory variables (independent variables), some of variables are nominal.
Since some of the nominal variables have several levels and there should be an identifier
(number: 1, 2, 3,....... , n), these variables are:

X1: Student’s department.

X2: Student’s Gender.

X3: Student’s Age.

X4: Student’s Number of siblings.

X5:Student’s sequence in their family.

X6: Student’s family income.

X7: Average baccalaureate degree of student.

X8: Student’s housing type.

X9: Does student accept their department.

X10: Does studenthave a job besides education.

X11: Does studenthave a long-term disease.

X12: Are student’s father survival in life.

X13: Are student’s mother survival in life.

X14: Arestudent’s parent divorced?

X15:Do any members of the student’s family havea long-term disease.
X16:Are student’s family sexist.

X17:Did studentsexpect to study at their department.

X18:would students like to continue in their department.

X19:Arethe lectures time suitable for students.

X20:Do the student’s lecturers have theability to apply their lectures.
X21: Could students contact with their lecturers easily.

X22:Are student’s lecturers punctual.

X23: Are student’s lecturers respectful towards their students.

X24: Are students benefiting from lectures.

X25: Do students enterthe class on time.

X26: Are student’s references available in the college library.

X27: Are the lectures appropriate with real life.

3.3Application Part:

To test null hypothesis, which provides that the effect of all the factors of logistic
regression model is equal to zero - the researcher tested it, where the results of the chi
square test for the significance of the difference in the values of the logarithm likelihood
function to logistic regression model by independent variables and no independent
variables described as follows:
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Table (3-1): test statistics significant to the model as all

Chi-square df Sig.

Model 96.738 19 .000

It is clear from the table (3-1) that the chi square value is equal to (96.738) at the level of
statistically equal to (0.000) , this means that the model which includes the explanatory
variables explain classification of the acceptance level of students, and also predicts to it
better than the model that does not include those explanatory variables, and therefore, the
null hypothesis which provides that all factors logistic regression model is equal to zero is
rejected, and that the test outputs prove that there is at least one factor of the coefficients
of explanatory variables included in the model is not equal to zero, that is means, that
there is at least one variable from the explanatory variables included in the model has the
contribution , impact and importance in the classification of the acceptance level of
students.

There are two different models according to logarithm likelihood function (-2LL); the first
model is a model which included a constant only, where the value of the logarithm
likelihood function (-2LL) for this model is equal to (249,533) that symbolized by (Do).
But after insert explanatory variables under study the value of the logarithm likelihood
function has become (152.795) which symbolized is (Dm).Since the difference between
(Do) and (Dm) is equal to new method which is called (Gm) that has the chi square
distribution,and can be calculated as follows: -

Gy = Do — Dy = 249.533 — 152.795 = 96.738.....ecovveeerieanie. 3.1)

It is the same value of chi square, which appeared in the table (4) previously.

Also there are many indicators (pseudo R square) interview, the first of them is the (RL
square) which is called (Mc Fadden R square) and is calculated as follows:

Gm _ (Do-Dm) _ 96.738
Do Do 249533

R? =

This means that, the logistic regression model which was containing the explanatory
variables that is contributes by (38.8 %) to reduce the logarithm likelihood function value
for the model which includes a constant value only without any independent variables.The
second is the statistic (Rc square) is calculated as follows: -

Rz — GMm — 96.738
C ™ Gm+N ~ 96.738+180

Since this measure has no direct meaningful and no clear in the percentage of reduction
logarithm likelihood function, such as in the case statistic (RL square), with that interested
by such an interpretation nearest to the concept of reduce sum squares residuals is known
in the linear regression analysis. Another type of pseudo R square is (Rm square)
calculated as follows: -
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2N (3.4)
2 _ 14 _ (Lo} /N
Rm =1 (LM)

Note that the formula (Rm square) can’t take one, therefore the adjusting this formula
which symbolized by the (Rn square) and allow to take one is equal to dividing the (Rm
square) on the largest value can take statistic (Rm square) as below: -

It is noted that the values of statistics (Rm square) and (Rn square) previously yield in the
output of statistical package SPSS under the name Cox & Snell R Square and Nagelkerke
R Square respectively:

Table (3-2): practice significant measurement for logistic regression model

Step -2 Log likelihood | Cox & Snell R Square | Nagelkerke R Square

1 152.795 416 554

To test the second null hypothesis which provided that there was no statistically
significant differences between the observation values and expected values that was fitted
model, the (Hosmer and Lemeshow test) is used for this test. In this test, the probability
value is calculated from the distribution Chi square to test the fitting logistic model.

Table (3-3):Hosmer and Lemeshow Test

Step Chi-square df Sig.

1 3.078 8 929

Indicate table (3-3) to the value of chi square test for (Hosmer and Lemeshow) equals to
(3.078) when the degree of freedom equals to(8) and level of significance equals (0.929),
so the value of chi square test is not statistically significant, this indicates the inability to
reject null hypothesis above that the expected data model user identify the data
observation.

3.4 Classifications tables: -
The following table shows outputs of the analysis specifications at the cut value 0.5

Table (3-4): classification table for logistic regression model

Predicted
Acceptance Level Variable
Percentage
Observed Disagree Agree Correct
Acceptance Level Disagree 26 25 51,0
Variable
Agree 15 114 88,4
Overall Percentage 77,8

a. The cut value is ,500
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Is clear that the sensitivity of the model, which is a percentage of correct predictions in the
group disagreecan be calculated as follows:SE = 51%. And the Specifity model, which is
a percentage of correct predictions in the group agree is calculated as follows : SP =
88.4%. In general, the percentage of correct classification (Hit rate), which is equal to the
number of correct predictions on the total number of the sample study was calculated as

follows: Hit Ratio = 77.8.

3.5 Interpretation of logistic regression coefficients:
The researcher can be interpret of coefficient logistic regression as follows:

Table (3-5): Wald statistic for variables in the model

. 95,0% C.1.for EXP(B)
B S.E. Wald df Sig. Exp(B)
Lower Upper
X217 -1,062 ,406 6,839 1 ,009 ,346 ,156 , 766
X18 -1,059 272 15,127 1 ,000 ,347 ,203 ,591
X17 -1,397 ,382 13,370 1 ,000 ,247 117 ,523
X10 1,744 1,082 2,596 1 ,107 5,719 ,686 47,706
X11 1,202 ,654 3,379 1 ,066 3,328 ,923 11,996
X2 ,536 ,532 1,017 1 ,313 1,710 ,603 4,851
X3 -,123 172 ,516 1 473 ,884 ,631 1,238
X4 -,132 ,106 1,564 1 211 ,876 ,712 1,078
X6 ,334 ,320 1,093 1 ,296 1,397 , 746 2,616
X7 ,056 ,058 918 1 ,338 1,058 ,943 1,186
X8 ,405 ,607 444 1 ,505 1,499 ,456 4,928
X9 ,248 ,614 ,164 1 ,686 1,282 ,385 4,268
X12 -1,048 ,945 1,230 1 ,267 ,351 ,055 2,234
X13 1,695 1,052 2,597 1 ,107 5,444 ,693 42,754
X15 ,107 910 ,014 1 ,907 1,112 ,187 6,614
X20 -,633 497 1,621 1 ,203 ,531 ,200 1,407
X24 ,035 ,409 ,007 1 ,932 1,035 ,465 2,306
X25 ,083 ,358 ,053 1 ,818 1,086 ,539 2,190
X26 -,348 ,376 ,857 1 ,355 , 706 ,338 1,475

Table (3-5) is explain the coefficient of all explanatory variable in the study with their
Wald text and Exp(B) for all of them, but after removing non- significant explanatory
variables in the model, can be interpret the logistic regression parameters for remaining

variables in the model as following table (3-6):
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Table (3-6): Wald statistic for variables in the model

B S.E. Wald Df Sig. Exp(B)
X217 -,626 315 3,957 1 ,047 ,535
X18 -,844 ,238 12,584 1 ,000 430
X17 | -1,090 ,307 12,574 1 ,000 ,336
X11 ,992 ,540 3,374 1 ,066 2,698
X10 2,943 ,606 23,614 1 ,000 18,972

From table (3-6) it is clear, where the variable X27 increase by one degree will lead to the
decreasing the Odds by (46.5%), the X27 variable parameter value is equal to (-.626),
means that the Logit value is increasing by (.626) when the degrees of the X27 variable
decreased by one degree, after controlling the impact of theother explanatory variables.
The value of the Wald test for variable X27 at degree of freedom equal to one is (3.957)
and by statistical significant level equal to (0.047), this means that the variable X27 has
predictive ability for classifying of the acceptance level of students.

Sothen an increase in the variable X18 by one degree will lead to the decreasing the Odds
by (57%). And the X18 variable parameter value is equal to (-0.844), and this means that
the value of Logit decreasing by (0.844) where the degrees of the X18 variable increased
by one degree. The value of the Wald test for this variable at degree of freedom equal to
one is (12.584) and by statistical significance level is equal to (0.000) , this means that the
logistic regression coefficient value for variable X18 differ from zero. also this variable
has significant statistical of the predictive ability for classifying of the acceptance level of
students.

The next variable is X17 the parameter value of this variable is equal to -1.09, and the
value of the Wald test for variable X17 at degree of freedom equal to one is (12.574) and
by statistical significant level equal to (0.000), this means that this variable also has
statistical significant of the predictive ability for classifying of the acceptance level of
students. Then an increase in the variable X17 by one degree will lead to the decreasing
the Odds by (66.4%).

And the effect of X11 variable was very small so that that parameter value for this
variable it was small too, and the Wald test for X11 variable was also very small, this
means that this variable has a poor significant statistical of the predictive ability on
classifying of the acceptance level of students.

Finally the X10 variable parameter value is equal to 2.943, means that the Logit value is
increasing by (0.94) when the degrees of the drinking variable increased by one degree,
the value of the Wald test for this variable at degree of freedom equal to one is (23.614) at
the level equal to (0.000), this means that this variable has a strong statistically significant
of the predictive ability on classifying of the acceptance level of students.

Therefore the acceptance level models will be:

Logit = —.626 X27 —.844 X18 — 1.09 X17 + .992 X11 + 2.943 X10 ......... (3.6)
Where:-

X27: Are the lectures appropriate with reality life.
X18: Are students like to continue in their department.
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X17: Did students expect to study at their department.
X11: Have students long disease.
X10: Have students another job except education.

4.1Discussion of Results

The intent was to provide a demonstration of a model that can be used to assess the most
important contributing factors for classifying of the acceptance level according to students
idea incollege of administration and economic -Sulaimani university.The results presented
in this study show that the model provided a reasonable statistical fit, twenty
sevenvariables were used as explanatory variables in the development process. Using the
concept of deviance together with wald statistic, the study variables were subjected to
statistical testing. Only four variables were included in the model, namely, X11, X17,
X18, X27. That is indicate to the long disease of students, students expect to receive their
department, future study at the same department of student, and appropriate the lectures
with reality life are the most important factors behind acceptance level of students at
higher education system.

4.2 Recommendations

To solve the problem of acceptance system, it is recommended to change the system to the
system does not depend on the central acceptance, therefore the government has to pay
attention for the acceptance system and renovate them.The result of the study shows that
the long disease of students, students expect to receive their department, future study at
the same department of student, and appropriate the lectures with reality life have a great
role to explain and determine the acceptance level from students, therefore the
government has to pay attention for the appropriate the lectures with reality life with the
other factors according to student’s understood to improve acceptance system.
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