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  :الملخص

يمثل ھذا البحث محاولة من قبل الباحثان في استخدام آلية جديدة غير تقليدة  في التنبؤ  بأسعار النفط في العراق وھي 
بأستخدام الشبكات العصبية  ، من الواضح ، ان أي نموذج أو أية معادلة أو أي بيانات يمكن التعبير عنھا بشكل س<سل 

توقعات من خ<ل وزن جميع المشاھدات السابقة أو المتغيرات المرتدة زمنية يمكن استخدامھا في توصيف موضوع ال
في ظل التطور الھائل في المجال البرمجي حيث تم التوصل الى محاكاة عمل الخلية العصبية حيث  سميت . زمنيا 

ان عمل الشبكة بالشبكة العصبية  ، حيث يتم تحديد المشكلة تحت الدارسة  ومن ثم تصميم شبكة عصبية مناسبة لھا ، و 
العصبية  تقوم على تعليم و تدريب ھذه الشبكة  لتقليل معامل الخطأ إلى أدنى مستوى  من خ<ل ضبط قيمة اVوزان 

حيث تم في ھذا البحث استخدام الشبكات العصبية ا"صطناعية للتنبؤ ، القابلة لتقدير ھيكل اVنموذج المعروف مسبقا
حيث تم الحصول على ھذه )  2020،  2019،  2018،  2017،  2016( بسعر النفط لخمسة سنين قادمة ھي  

وتوصل البحث الى ان استخدام الشبكات العصبية يعتبر افضل من الطرق ا"عتيادية وذلك لتجاوزه الفروض ، ا"سعار 
 . ا"ساسية في التقدير 

  التنبؤ ؛  الس<سل الزمنية  ؛ الشبكات العصبية  -:الكلمات الرئيسية 
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Abstract: 

     This research represents an attempt by the researchers to use the new mechanism not 

traditional in the prediction of oil prices in Iraq, using neural networks, it is clear, that any 

model or any formula or any data can be expressed in a time series can be used in the 

characterization of the subject of expectations through All previous observations or 

variables counter weight chronologically. under the enormous development in the software 

field Where the simulation of the work of the neuron was reached where called neural 

network, where it is identifying the problem under study and then an occasion of neural 

network design work, and that the neural network work is based on the education and 

training of the network to reduce the error coefficient to the lowest level by adjusting the 

value of the weights midwife to estimate in advance the model known structure, where 

they were in this study the use of artificial neural networks to predict the price of oil for 

five years to come is (2016,2017, 2018,2019, 2020) where it was to get these prices, the 

research found that the use of neural networks is better than normal methods , so as to 

overcome the basic assumptions in the estimation.  
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  المقدمة والمشكلة وا)ھية و ھدف البحث  / المبحث ا)ول 

  :  المقدمة 1-1

يعتبر العراق من الدول التي يعتمد اقتصادھا بشكل يكاد ان يكول شبه كامل على الواردات النفطية وبالنظر للتقلب 
لذا ، دو"ر مما اثر سلباً على ا"قتصاد العراقي  50المستمر في اسعار النفط في ا"ونه ا"خير وتراجعه الى ما دون 

، لتنبؤ بھا بغية الحصول على رؤية مستقبلية يمكن على اثرھا التنبؤ بأسعار النفط يتطلب دراسة واقع ھذه ا"سعار وا
وان ا"سلوب ا"حصائي الذي يوفر مثل ھذا التنبؤ ھي الس<سل الزمنية حيث تعتبر من المواضيع ا"حصائية المھمة 

الزمنية الحصول على وصف ومن اھداف الس<سل . التي تتناول سلوك الظواھر وتفسرھا عبر فترات زمنية محددة 
دقيق للسلسلة الزمنية وبناء نموذج لتفسير سلوكھا واستخدام النتائج لغرض التنبؤ بسلوك السلسلة في المستقبل، ولتحقيق 

وفي ظل التقدم في مجال ، ذلك يتطلب ا"مر دراسة تحليلية لنماذج الس<سل الزمنية با"عتماد على ا"ساليب ا"حصائية 
مجة ظھر الشبكات العصبية  والتي تكون في بنيتھا  مشابھه لشبكة الخلية العصبية ، حيث تقوم بتحديد استعمال البر

 .خصائص المشكلة قيد الدراسة ، ثم استخدام  شبكة عصبية مناسبة لھا 

  مشكلة البحث  2-1

تكمن مشكلة البحث في وجود مشاكل داخل السلسلة الزمنية كا"رتباط الذاتي للقيم السلسلة الزمنية والتي يكون التبنؤ 
بوجود ھذه المشاكل غير دقيق مما يعطي نتائج غير صحيحة ومضللة احيانا مما يؤدي الى اتخاذ قرار غير صائب 

  .  والذي ينعكس بدوره على اتخاذ القرار الصائب 

  اھمية البحث    3-1

تأتي اھمية ھذا البحث من خ<ل امكانية بناء نموذج باستخدام طريقة غير تقليدية في الس<سل الزمينة للتنبؤ متمثلة   
 .بالشبكات العصبية يمكن بواسطته التنبؤ با"سعار مما ينعكس بشكل ايجابي على الخطط والقرارات 

  ھدف البحث     4-1

الى  2016( ذج احصائي يمكن بواسطته التنبؤ باسعار النفط لسنوات قادمة متمثلة بالفترة      يھدف البحث الى بناء نمو
2020   .  (  

  الجانب النظري  / المبحث الثاني 

[ 4 ]الس�سل الزمنية  2-1
  :)Time Series(  

الس<سل الزمنية ھي مجموعة من البيانات المرتبطة فيما بينھا المسجلة لظاھرة م خ<ل فترة زمنية معينة غالبا ما     
وتعرف السلسة الزمنية رياضيا بأنھا متتابعة ، تكون متساوية ومتتالية لبعض الظواھر ا"قتصادية وا"جتماعية وغيرھا

والذي يعود  (t)فضاء ا"حتمالية المتعددة المتغيرات ومؤشرة بالدليل من المتغيرات العشوائية المعتمدة معرفة ضمن 
  Z(t).أو اختصارا  {Z(t), t ∈T}ويرمز للسلة الزمنية عادة بالرمز  (T)الى مجموعة دلياتيه 

[1]نماذج الس�سل الزمنية 2-2
)  :Time Series Models(  

القدرة على التنبؤ او التكھن بقيم السلسلة الزمنية في أزمنة ان ا"ھداف الرئيسية لبناء نماذج الس<سل الزمنية ھي    
  :وفيما يأتي أنواع نماذج الس<سل الزمنية الشائعة . المستقبل مع تقييم دقة ذلك التنبؤ

[ 4 ]نموذج ا)نحدار الذاتي 1- 2-2
 :Autoregressive Model (AR) 

 نموذج وان البيانات يمثل الرياضي الذي النموذج إلى الوصول ھو الزمنية الس<سل نماذج تحليل من الھدف أن 

ھذا الھدف ومن العلماء ا"وائل الذين قاموا بدراسة نموذج ا"نحدار  لتحقيق المھمة النماذج أحد ھو الذاتي ا"نحدار
وكمل طريقه الى النموذج العام لنماذج ا"نحدار الذاتي ھو العالم ) 1926(في عام  Yuleھو العالم  AR(P)الذاتي 

Walker  (والصيغة العامة لھذا النموذج من الرتبة ). 1931(في عامp ( الذي يرمز له اختصاراAR(P)  ھي:  
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 طبيعيا يتوزع العشوائي الخطأ مثل

أن المعادلة . ھي معلمات ا"نحدار الذاتي التي يجب تقديرھا
ھي معادلة انحدار متعدد ولكن تختلف عن معادلة ا"نحدار ا"عتيادي "ن المتغيرات المفسرة تمثل القيم السابقة 

  .الع<قه بين المشاھدات السابقة والحالية

 +,0 {   بدراسة نماذج المتوسطات المتحركة حيث يقال للعملية التصادفية 

Moving Average of Order q (  ويرمز لھا

 Zt = at − θ1at−1 − θ 2 at−2 – 

  .  المشاھدة في الفترة الحالية تعتمد على اVخطاء العشوائية للفترات السابقة والفترة الحالية

بافتراض أن ، رياضيا ھو الحصول على اقل متوسط مربع لخطأ التنبؤات
 hتشير الى الفترة الزمنية الحالية التي يتم عندھا حساب التنبؤات والمطلوب التنبؤ بقيمة المشاھدة التي ستحدث بعد 

في ھذه الحالة بأفق التنبؤ أو الزمن 
التي  Yt+hللمشاھدة  tالى القيمة التنبؤية التي نحصل عليھا في الفترة الزمنية 

تشير الى القيمة التنبؤية التي نحصل عليھا في 
ان قاعدة القرار الشائعة عند مقارنة النماذج في 

واخرى  theoreticalوقد اشار الى عيوب نظرية 

" يمتلك خاصية ا"مثلية بعبارة اخرى انه " يخفض قيمة المعدل "ية دالة 

غير منسق بمعنى ان احتمال ذھاب قاعدة القرار "ختيار نموذج خطأ 
كما في ) ∞(ھذا ا"حتمال "يذھب الى الصفر حتى اذا اقترب عدد المشاھدات من ما " نھاية 
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مثلat ، تمثل المشاھدة الحالية وھي انحراف القيم عن وسطھا الحسابي
ھي معلمات ا"نحدار الذاتي التي يجب تقديرھا)  ϕp ….. ϕ1( أما ، ثابت  ��� وتباين 

ھي معادلة انحدار متعدد ولكن تختلف عن معادلة ا"نحدار ا"عتيادي "ن المتغيرات المفسرة تمثل القيم السابقة 
الع<قه بين المشاھدات السابقة والحالية ARلذا تسمى ھذه الصيغة با"نحدار الذاتي اذ يصف 

  Moving Average Model (MA): [ 2 ]نموذج المتوسط المتحرك

بدراسة نماذج المتوسطات المتحركة حيث يقال للعملية التصادفية  Stutzkyقام الباحث 
q )Moving Average of Order qبأنھا عملية أوساط متحركة رتبة 

  :إذا كانت تحقق المعادلة ا"تية

 …. − θ q at−q       …….( 2 )  

  تمثل معلمات المتوسطات المتحركة الواجب تقديرھا أي ان قيمة 

المشاھدة في الفترة الحالية تعتمد على اVخطاء العشوائية للفترات السابقة والفترة الحالية

Forecasting(  

Object of forecasting رياضيا ھو الحصول على اقل متوسط مربع لخطأ التنبؤات
تشير الى الفترة الزمنية الحالية التي يتم عندھا حساب التنبؤات والمطلوب التنبؤ بقيمة المشاھدة التي ستحدث بعد 

في ھذه الحالة بأفق التنبؤ أو الزمن  hتسمى . التي لم تحدث بعد  Yt+h أي التنبؤ بقيمة المشاھدة
الى القيمة التنبؤية التي نحصل عليھا في الفترة الزمنية  Yt(h)تشير ، 

تشير الى القيمة التنبؤية التي نحصل عليھا في  Yt(1)فان  h=1اذا كانت ، فمث<. من الفترات الزمنية
ان قاعدة القرار الشائعة عند مقارنة النماذج في .وھكذا، التي ستحدث بعد فترة زمنية واحدة 

وقد اشار الى عيوب نظرية ) AIC(أدبيات الس<سل الزمنية استخدام معيار معلومات أكاكي 
  :في ھذا المعيار بما ياتي 

" يمتلك خاصية ا"مثلية بعبارة اخرى انه " يخفض قيمة المعدل "ية دالة ) AIC(ان معيار معلومات اكاكي 

غير منسق بمعنى ان احتمال ذھاب قاعدة القرار "ختيار نموذج خطأ ) AIC(ان قانون معيار معلومات اكاكي 
ھذا ا"حتمال "يذھب الى الصفر حتى اذا اقترب عدد المشاھدات من ما " نھاية 
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(1)  .......  

تمثل المشاھدة الحالية وھي انحراف القيم عن وسطھا الحسابي Ztحيث ان 
وتباين  صفر حسابي بوسط

P  ھي معادلة انحدار متعدد ولكن تختلف عن معادلة ا"نحدار ا"عتيادي "ن المتغيرات المفسرة تمثل القيم السابقة
لذا تسمى ھذه الصيغة با"نحدار الذاتي اذ يصف  Ztلمتغير ا"ستجابة 

نموذج المتوسط المتحرك 2- 2-2
قام الباحث ) 1937(في عام  

1,+ 2,……  =Zt  { بأنھا عملية أوساط متحركة رتبة
إذا كانت تحقق المعادلة ا"تية،  MA(q(بالرمز

θ1  ....θ q : تمثل معلمات المتوسطات المتحركة الواجب تقديرھا أي ان قيمة

المشاھدة في الفترة الحالية تعتمد على اVخطاء العشوائية للفترات السابقة والفترة الحالية

Forecasting: ([ 3 ]التنبؤ  2-3

Object of forecastingان ھدف التنبؤ    

t  تشير الى الفترة الزمنية الحالية التي يتم عندھا حساب التنبؤات والمطلوب التنبؤ بقيمة المشاھدة التي ستحدث بعد
أي التنبؤ بقيمة المشاھدة، من الفترات الزمنية

، أيضا  lead timeالدليل 
من الفترات الزمنية hستحدث بعد 

التي ستحدث بعد فترة زمنية واحدة  Yt+1للمشاھدة  tفترة 
أدبيات الس<سل الزمنية استخدام معيار معلومات أكاكي 

في ھذا المعيار بما ياتي  numerical عددية

ان معيار معلومات اكاكي : أو" 
  .معيار

ان قانون معيار معلومات اكاكي : ثانيا 
Wrong Model  ھذا ا"حتمال "يذھب الى الصفر حتى اذا اقترب عدد المشاھدات من ما " نھاية

  :المعادلة التالية 

  


��!������   ….( 3) 


��!������ …( 4 ) 

تمثل عدد المشاھدات الفعالة المستخدمة في مطابقة النموذج  nحيث 
 Sاما ، الشبكات العصبية 

  .العينة
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[7] [ 6 ]ا)صطناعية العصبية الشبكات 2-4
):Artificial Neural Networks(  

 الى بالتعرف تقوم التي اVنظمة اجل من العصبية الشبكات استخدام الى الحالية اVيام في والتوجه ا"ھتمام ازداد لقد

 العصبية فالشبكات البرامج أو ا"جھزة ببعض التحكم أو معين اطار في بأمور بالتنبؤ تقوم التي ا"نظمة او ما شيء

 له للمعلومات معالجة نظام ھي ا"صطناعية العصبية والشبكات اVمثلة، خ<ل من للتعلم قابلة أنظمة ھي ا"صطناعية

 إنما ا"صطناعية العصبية الشبكات فان أخرى وبعبارة.الحيوية العصبية الشبكات يحُاكي بأسلوب معينة أداء مميزات

 التوازي، على موزع ضخم معالج عن عبارة وھو معينة، مھمة البشري العقل بھا يؤدي التي للطريقة محاكاة ھي

 طريق عن وذلك للمستخدم متاحة ليجعلھا العملية المعلومات بتخزين يقوم بحيث بسيطة، معالجة وحدات من ومكون

 Parallel(الموزعة  المتوازية للمعالجة تركيبات ھي العصبية ا"صطناعية الشبكات فإن وبالتالي .اVوزان ضبط

Distribute Processing Structure( محلية مع العمل كذاكرة على القادر المعالجة عنصر على أساسًا تعتمد التي 

 المخزونة القيم وكذلك المدخلة القيم على تعتمد أنھا أي واحد، له اخراج والذي ، المختلفة المعالجة عمليات إجراء

  .الحسابية العناصر لھذه المحلية بالذاكرة

  )  Types Of Artificial Neural Networks: (العصبيةت الشبكا أنواع 1- 2-4

 بالنسبة ا"رتباط نوعية ولكن بينھا فيما داخليا المرتبطة العصبونات من عدد من العصبية الشبكة عادة تتالف

  :العصبية الشبكات انواع ومن .الشبكة ونوع معمارية يحددان من ھما طبيعته الى با"ضافة الداخلية للعصبونات

 ).Feed forward networks( ا"مامية التغذية ذات الشبكات  -1

 ).Back propagation networks)  (ا"نتشار الخلفي(العكسية التغذية ذات الشبكات -2

 ).Recurrent networks( المتكررة الشبكات -3

 لموضوع لم<ءمته وذلك )Back propagation networks(الثاني  النوع على البحث ھذا في ا"ھتمام وسيتركز

  .البحث

  

[ 5 ]ا)نتشار الخلفي 2- 2-4
  : (Back propagation)  

 التي تؤمن نقل معلومات با"نتشار العكسي ل<تجاه اVصلي لقدوم المعلومات الشبكات العصبونية ھي إحدى طرق تعليم

وتحتاج في مرحلة التدريب إلى بيانات خاصة تتعلم بھا الشبكة حيث تقدم  التعليم المراقب تعتمد ھذه الطريقة على مبدأ.
 feed) المرغوب فيھا ومن ثم تقوم الشبكة بعمل انتشار امامي (output) مع بيانات الخرج (input) ھا بيانات دخلل

forward)  لبيانات الدخل للحصول على قيمة خرج الشبكة بعدھا تقوم بالمقارنة بين الخرج المحسوب والخرج
رق بينھما لكل عصبون من طبقة الخرج والذي يمثل قيمة المرغوب فاذا لم تتطابق النتائج تقوم الشبكة بحساب قيمة الف

حيث تعيد الشبكة حساب قيمة  (back propagation) ، بعدھا تاتي مرحلة ا"نتشار الخلفي ل|خطاء(error) الخطا
حيث تقوم   (weight update)في اVخير تأتي مرحلة تحديث قيمة اVوزان. الخطأ في كل عصبون من الشبكات الخفية

دوال  يشترط في ا"نتشار الخلفي ان تكون .بكة بإعادة حساب كل اVوزان وتعوضھا بالقيم الجديدة المحسوبةالش
ذلك "نه في مرحلة تحديث اVوزان تستعمل الدالة المشتقة لدالة . التي تستعملھا العصبونات قابلة ل<شتقاق التنشيط

  .التنشيط في حساب القيم الجديدة

   :يمكن تقسيم مراحل التعليم التي تعتمد عليھا الشبكة إلى مرحلتين

 :) Front-feeding stage to train inputs(المدخ�ت لتدريب اIمامية التغذية مرحلة -1

 أو وحدات وحدة إلى ا{شارة ھذه تنتقل ثم ومن الدخول، إشارة )Xt(تبدأ مرحلة التغذية اVمامية حيث تستقبل آل وحدة 

  :المعادلة حسب بالوزن المرجح دخولھا وإشارة قيم بجمع خفية طبقة آل وتقوم عددھا، حسب المخفية الطبقة

# �  ∑ %&'#&'
(
&)*        ∀,    ….( 5 )  

  

  

  

  

  

  

  

  

  خلية عصبية واحدة ) 1(شكل 
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  خ<يا عصبية متعددة ) 2( شكل 

 

  اللوجيستية الدالة حساب ثم ومن

  # �  
*

*�-./
             ……………..(6) 

 وحدة إلى السابقة المعاد"ت من عليھا الحصول التى تم القيمة تنتقل وبالتالى الخطية، إلى البيانات لتحويل تستخدم التى

  .المخرجات  طبقة

    )   spread the rear of the phase error( :  للخطأ الخلفى اKنتشار مرحلة -2

بعد إنتقال القيم إلى طبقة المخرجات التى تم حساب قيمتھا من خ<ل الخطوات السابقة، يتم إجراء مقارنة بين القيم 
  :من خ<ل الفرق بين قيم تلك المخرجات وذلك من خ<ل معادلة الخطأ التالية) حساب الخطأ(المحسوبة والقيم المرغوبة 

0 � �1� −  3�)       ……………..( 7)   

 :حيث

 = Xiالشبكة من المرغوبة المخرجات   ،= Yi الشبكة من المحسوبة المخرجات.   

  :التالية  المعادلة خ<ل من وذلك الشبكة، على تتم التى التعلم عملية خ<ل من وتعديله الوزن تصحيح يتم ذلك وبعد

Wi (final)=Wi+ α.β.Xi        …………… .(8) 

القيمة المحسوبة وبين القيمة  بين الفرق  βوتعتبر . تعلم مستوى أدنى عند وضعه يتم والذى التعلم معدلتمثل   αتعتبر 
 فى الخطوات ھذه وتكرر) Backward(التراجعية  بالمرحلة وتسمى الخطأ، لحساب وذلك ،)β=Xi-Yi(المرغوبة  

تسمى بدورة ) ا{نتشار الخلفي مرحلة – اVمامية التغذية مرحلة(تراجعية  وخطوة أمامية بخطوة مرات لعدة الشبكة
)Epoch(.  2.           أختيار المتغيرات - 1:أن خطوات التنبؤ بواسطة الشبكات العصبية يكون وفق الخطوات التالية- 

 -مجموعة ا"ختبار ج -مجموعة التدريب ب -أ:تقسيم البيانات الى مجاميع  وھي على ث<ث انواع  -3.  معالجة البيانات

.  MSEمعيار التقويم والذي يمثل  - 6.   دالة التحويل  - 5    نموذج الشبكة العصبية المتسخدم  -4. مجموعة التحقق 

  . وفيما يلي مخطط يوضح خوارزمية الشبكات العصبية  .التنفيذ  – 8.     تدريب الشبكة العصبية -7
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  )   back propagation(خوارزية ا"نبعاث الخلفي )  3( شكل 
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  الجانب التطبيقي / المبحث الثالث 

من )  2013الى  1990( تم استحصال بيانات السلسلة الزمنية Vسعار النفط في العراق من سنة : وصف البيانات   3-1
  ) :   1( الجھاز المركزي ل<حصاء والتي ھي مبينة في الجدول رقم     

  )2013 – 1990(للمدة  أوبك خامات لسلة للعراقالسنوية  النفط الخام رسعاأ)  1( جدول رقم 

  سعر النفط الخام السنة

  )برميل/ دو)ر(

  سعر النفط الخام السنة

  )برميل/ دو)ر(

1990 22.319 2002 24.316 

1991 18.569 2003  28.177 

1992 18.436 2004 36.009 

1993  16.318 2005 50.584 

1994 15.517 2006 61.041 

1995 16.877 2007 69.070 

1996 20.230 2008 94.075 

1997 18.767 2009 60.862 

1998 12.332 2010 77.375 

1999 17.445 2011 107.440 

2000 27.551 2012 109.495 

2001 23.098 2013 105.935 

  .)www.oapecorg.org/ar/Home(" اوبك"منظمة الدول المصدرة للنفط : المصدر  *

  : تطبيق الشبكة العصبية  3-2

وان تنفيذ )   4( وعند تطبيق الشبكات العصبية في التنبؤ حيث تم تحديد البنية المعمارية للشبكة والمتمثل بالشكل رقم 
  ) . MAT LAB(  الشبكات العصبية تم بأستخدام برنامج

  

  البنية المعمارية للشبكة العصبية )  4(  شكل رقم 

حددت البنية المعمارية للشبكة العصبية ا"صطناعية المستخدمة للتدريب على مخرجات النموذج محاو"ت عديدة 
للوصول "فضل حالة من الشبكة العصبية وتكون اشبه بحالة استقرار للخلية العصبية وتعطي نفس النتائج في حالة 

  . تدريبھا اكثر 
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  )   MSE( لتربيعي يمثل رسم متوسط الخطأ أ)  5( شكل رقم 

كانت )   validation( دورات ن<حظ ان القيم التحققية ) 9(ان متوسط الخطأ التربيعي بعد )  5( ن<حظ من الشكل رقم 
دورات من التدريب للشبكة العصبية وصلت "فضل  3وھذا يعني انه بعد )  Best(على تماس مع افضل متوسط خطأ 

  . ا يمكن متوسط خطأ تربيعي وھو يعتبر اقل م
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شكل 
  يبين مدرج اVخطاء)  6( رقم 

( كان اقرب ما يكون الى القيم التحققية )    zero error( يبين مدرج ا"خطاء وي<حظ ان )  5( شكل رقم  

validation  . (  

  

  يبين استجابة السلسلة الزمنية )  7( شكل رقم 
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  )  validation( تقارب القيم التحققية  يبين استجابات السلسلة الزمنية وي<حظ مدى)  7( شكل رقم

  

  

  يبين معادلة ا"نحدار )  8( شكل رقم 

  ) .   validation( يبين معادلة ا"نحدار التقديرية حيث ان المعادلة التي سيتم اعتمادھا في التنبؤ ھي  )  8( شكل رقم 
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  يبين ا"رتباط الذاتي ل|خطاء العشوائية)  9( شكل رقم 

  . ن<حظ ان جميع قيم ا"رتباطات الذاتية ھي داخل حدود الثقة ماعدا قيمة الصفر)  9( من شكل 

  

  يبين ا"رتباط بين المدخ<ت و اVخطاء العشوائية  )  10( شكل رقم 

قيمة  يبين قيم ا"رتباطات بين قيم المدخ<ت وا"خطاء العشوائية ون<حظ انه يكون اقل ما يمكن عند)  10( شكل رقم 
  . الصفر 
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  : ومن خ<ل القيمة التحققية للشبكة العصبية وجدنا المعادلة التقديرية ھي )  8( ومن خ<ل الشكل رقم 

45 � −�. 7 � �. 8 9� ….( 10 ) 

حيث كانت القيمة التنبؤية "سعار النفط )  2020،  2019،  2018،  2017،  2016( وعند التنبؤ لخمسة سنين قادمة  
  : كأ"تي 

  يبين السعر المتنبأ به)  2( جدول رقم 

  سعر النفط الخام المتنبأ به  السنة

 )برميل/ دو)ر(

2016 47.1 

2017 48.9 

2018 50.7 

2019 52.5 

2020  54.3 

  

  

  ا)ستنتاجات و التوصيات/ المبحث الرابع 

  :ا)ستنتاجات   ) 1- 4(

و من خ<ل ما جاء في الجانب العملي  وبناءاً على النتائج التي توصلنا إليھا تم وضع ا"ستنتاجات حيث أظھرت ما يلي 
 :  

اتھا لواقع البيانات مما ان التنبؤ بأستخدام الشبكات العصبية يكون على اساس تدريب الشبكة العصبية ومحاك  - 1
يعطيھا قوة اكثر في الحصول على قيم تقديرية افضل من الطرق الك<سيكية مما يساعد على الحصول على معادلة 

  . تقديرية ذات اقل متوسط خطأ تربيعي 

انھا تحاكي ان الشبكات العصبية في بنيتھا المعمارية " تشترط تحقق الفروض ا"ولية في التقدير ا"حصائي  اذ   - 2
  .سلوك البيانات 

حيث )  2016( ن<حظ ان اسعار النفط التي تم التنبؤ بھا ھي مقاربة الى حد كبير لواقع اسعار النفط في سنة           -3
  .  ان السلسلة الزمنية امتدت لحقبتين في تاريخ العراق 

  

  :التوصيات    ) 2- 4(

  :ا"ستنتاجات التي توصل اليھا البحث لقد تم وضع التوصيات التالية بناءاً على 

 . يفضل استخدام الشبكات العصبية في التنبؤ وذلك لقدرتھا الكبيرة في تجاوز الشروط التقليدية في التقدير  -1

استخدام الشبكات العصبية في الدراسات المستقبلية ومحاولة تطويرھا بما يناسب البيانات تحت الدراسة سواء كانت  -2
 .شكل بيانات سلسلة زمنية او بيانات مقطع عرضي او تكون بيانات تحوي على قيم مفقودة  البيانات تأخذ 
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التوسع في البحوث النفطية وعلى كافة الصعد ا"دارية وا"قتصادية والعلمية والعملية وذلك "ن العراق يعتبر من الدول  -3
  . اده منه استفادة كاملة احادية ا"قتصاد اي تعتمد على النفط بشكل شبه كامل لذلك يجب ا"ستف

  :  المصادر 
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