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Abstract: 
 

Data in the modern era is diverse and always changeable. As a result of the accumulation of data 

from diverse systems has developed into a major issue or a hot topic in the process of adapting 

knowledge bases from various systems (i.e., Medical, Architectural and Educational systems, etc.). 

Furthermore, there are many academics who attempted to present a unified perspective of the 

information that is kept within any organization's relational, Extended Markup Language (XML), and 

Lightweight Directory Access Protocol (LDAP) data sources. Because of this, innovative approaches 

are required in order to collect, store, and analyze data from a wide variety of data sources in the most 

effective way that is feasible. Also, if the majority of data sources have already been included into 

the system that manages the data warehouse, there is still a demand for automated solutions that can 

generate a knowledge base for those responsible for making decisions in such fields. The primary 

objective of this research is to suggest a solution namely adapt academic knowledge representation 

from diverse educational data sources within a university and/or among other universities. This is 

done with the intention of sharing and making it easier for academic staff and students to gain access 

to knowledge that is helpful to them. The proposed system is developed using the V-model software 

development methodology, and research methodology used was mixed-methodology method. The 

proposed system was evaluated and proved to be a robust system that helped immensely with the 

tasks of Quality Assurance (QA) departments and also helped decision makers for universities to 

track the performance of their establishments. 
 

Keywords: Knowledge Representation, Decision Support Systems, Data Collection and Processing. 
 

 الملخص:
 

البيانات في العصر الحديث متنوعة وقابلة للتغيير دائمًا. ونتيجة لتراكم البيانات من الأنظمة المتنوعة فقد تطورت إلى قضية 

رئيسية أو موضوع ساخن في عملية تكييف قواعد المعرفة من الأنظمة المختلفة )أي الأنظمة الطبية والمعمارية والتعليمية، وما إلى 

، هناك العديد من الأكاديميين الذين حاولوا تقديم منظور موحد للمعلومات التي يتم الاحتفاظ بها ضمن مصادر ذلك(. علاوة على ذلك

 )LDAP( Lightweight Directory Access Protocolو )Extended Markup Language )XMLالبيانات العلائقية و

لبيانات وتخزينها وتحليلها من مجموعة واسعة من مصادر البيانات لأي مؤسسة. ولهذا السبب، هناك حاجة إلى أساليب مبتكرة لجمع ا

بأكثر الطرق فعالية الممكنة. أيضًا، إذا كانت غالبية مصادر البيانات قد تم تضمينها بالفعل في النظام الذي يدير مستودع البيانات، 

ولين عن اتخاذ القرارات في مثل هذه المجالات. فلا يزال هناك طلب على الحلول الآلية التي يمكنها إنشاء قاعدة معرفية للمسؤ

الهدف الأساسي من هذا البحث هو اقتراح حل وهو تكييف تمثيل المعرفة الأكاديمية من مصادر البيانات التعليمية المتنوعة داخل 

إلى المعرفة المفيدة  الجامعة و/أو بين الجامعات الأخرى. ويتم ذلك بهدف المشاركة وتسهيل وصول أعضاء هيئة التدريس والطلاب

، وكانت منهجية البحث المستخدمة هي طريقة البحث V-modelلهم. تم تطوير النظام المقترح باستخدام منهجية تطوير البرمجيات 

Mixed-method تم تقييم النظام المقترح وأثبت أنه نظام قوي ساعد بشكل كبير في مهام أقسام .Quality Assurance )QA( 

ع القرار في الجامعات على تتبع أداء مؤسساتهم. إن غياب نظام موحد لإدارة البيانات في المؤسسات الأكاديمية داخل كما ساعد صنا
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 .إقليم كردستان، العراق، لا يحد من قدرتها على الاستفادة من البيانات في صنع القرار الاستراتيجي والابتكار فحسب
 

 .ومعالجتها البيانات جمع القرار، دعم أنظمة المعرفة، تمثيلالكلمات المفتاحية: 
 

 :پوختە
 

داتاکان له سهردەمی مۆدێرن دا ههمهچهشنن و ههميشه دەگۆڕدرێن. له ئهنجامی کهڵهکهبوونی داتا له سيستهمی جۆراوجۆرەوە 

سيستهمی پهرەی سهندووە و بووەته پرسێکی سهرەکی يان بابهتێکی گهرم له پرۆسهی گونجاندنی بنهماکانی زانياری له 

جۆراوجۆرەوە )واته سيستهمی پزيشکی، تهلارسازی و پهروەردەيی و هتد(. جگه لهوەش، زۆرێک له ئهکاديمييهکان ههن که 

 Extended Markupههوڵيان داوە ديدێکی يهکگرتوو لهو زانياريانه بخهنهڕوو که لهناو سهرچاوەی داتا پهيوەنديدارەکان، 

Language )XML(  و پرۆتۆکۆڵی)LDAP(Lightweight Data Access Protocol  .ی ههر ڕێکخراوێکدا دەهێڵرێنهوە

بههۆی ئهمهوە، ڕێبازی داهێنهرانه پێويسته بۆ کۆکردنهوە و ههڵگرتن و شيکردنهوەی داتا له سهرچاوەی داتا جۆراوجۆرەکانهوە 

ی داتا پێشتر خراونهته ناو ئهو سيستهمهی به کاريگهرترين شێوە که دەتوانرێت ئهنجام بدرێت. ههروەها ئهگهر زۆربهی سهرچاوەکان

که کۆگای داتا بهڕێوەدەبات، ئهوا هێشتا داواکاری لهسهر چارەسهری ئۆتۆماتيکی ههيه که بتوانێت بنکهيهکی زانياری بۆ ئهو 

دنی کهسانه دروست بکات که بهرپرسيارن له بڕياردان لهم جۆرە بوارانهدا. ئامانجی سهرەکی ئهم توێژينهوەيه پێشنيارکر

چارەسهرێکه که بريتييه له گونجاندنی نوێنهرايهتی زانياری ئهکاديمی له سهرچاوەی داتا پهروەردەييه جۆراوجۆرەکانهوە له ناو 

زانکۆيهک و/يان له نێوان زانکۆکانی تردا. ئهمهش به مهبهستی هاوبهشکردن و ئاسانکردنی دەستڕاگهيشتن به زانياری بۆ ستافی 

ئهنجام دەدرێت که يارمهتيدەرە بۆيان. سيستهمی پێشنيار کراو به بهکارهێنانی ميتۆدۆلۆژيای پهرەپێدانی ئهکاديمی و خوێندکاران 

بووە. سيستهمی  Mixed-Methodپهرەی پێدراوە و شێوازی توێژينهوەی بهکارهێنراو شێوازی  V-modelنهرمهکاڵای 

ە که يارمهتيدەرێکی بێئهندازە بووە له ئهرکهکانی بهشهکانی پێشنيارکراو ههڵسهنگاندنی بۆ کرا و سهلماندی که سيستهمێکی بههێز

Quality Assurance )QA( .و ههروەها يارمهتی بڕياردەران دەدات بۆ زانکۆکان بۆ بهدواداچوون بۆ ئهدای دامهزراوەکانيان 
 

 .زانياری پرۆسێسکردنی و کۆکردنهوە بڕيار، پشتگيری سيستهمی زانياری، نوێنهرايهتی کليلە وشە:
 

1. INTRODUCTION 
 

Knowledge Representation Systems (KRSs) are one of the pillars of the advancements of any fields 

that are actively being developed and are encouraged to become a better system providing a better 

decision-making process in order to enhance such fields. This makes it one of the most important 

mechanisms to showcase how a certain institute is doing and how well their progress is going. The 

evolution of heterogeneous integrated data sources has become a topical issue as data nowadays is 

very diverse and dynamic. Hence, novel methods are necessary to collect, store and analyze data from 

various data sources as efficiently as possible, while also handling changes in data structures that 

have occurred as a result of evolution [1]. Dealing with heterogeneous data sources and integrating 

them has been focused on recently in many different fields such as Traffic Control [2], Healthcare 

Management [3], Supply Chain Management [4] and many more fields. Integrating data from 

multiple heterogeneous sources need to deal with different data models, database schema, and query 

languages as modern applications often need to manage and analyze widely diverse datasets that span 

multiple data models [5]. Nevertheless, our proposed system is a contribution for higher educational 

institutes that focuses on displaying educational performances for universities and institutes in the 

Kurdistan Region of Iraq (KRI). Apart from that, it is very supportive for learners and lecturers.  This 

research aims to create a system that could gather information about academic activities of a specific 

university from multiple different sources including both digital files (such as PDF and Excel and 

CSV files) and also physical sources such as reports from QA staff, or sheets with academic activities 

listed, format them in a specific way and present them as knowledge base. From that it should help 

http://dx.doi.org/10.25098/7.2.34
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decision makers of educational institutions into making appropriate decisions for their students and 

to improve the educational process in their institutions. The proposed system would make decisions 

to measure performance of a specific university based on the numbers of academic activities per a 

certain list of categories that were marked by QA staff as important categories considered for 

university ranking in the NUR system. 
 

The cost of implementing Extract Transform-Load (ETL) processes for data warehousing can be 

significant in some particular situations. The process of consolidating diverse data into a unified data 

model has the potential to negatively impact performance. Moreover, the curation of varied datasets 

and the maintenance of the pipeline can be a labor-intensive task. Consequently, there is a growing 

tendency to redirect attention towards the federation of specialised data stores and facilitating query 

processing across diverse data models [6]. This transition has the potential to yield numerous benefits: 

One key advantage of systems is their ability to effectively utilise different data models. This allows 

for enhanced semantic expressiveness in the underlying interfaces and the utilisation of the internal 

processing capabilities of component data stores. Furthermore, federated architectures provide query-

specific data integration through the implementation of just-in-time transformation and migration 

processes. This approach holds promise for substantially diminishing operational complexity and 

overhead. Projects that are centred on the development of systems within this particular research 

domain arise from a multitude of different disciplines and tackle a wide range of topics. This diversity 

might pose challenges in terms of establishing a cohesive perspective on the body of work within this 

field [7]. 
 

The domain of data integration has had substantial growth over time, evolving from its initial 

purpose of offering a standardised query and update interface for structured databases within an 

organisation. It has now advanced to encompass the capability to search, exchange, and modify both 

structured and unstructured data, whether they are located within or outside the organisation. Two 

main challenges can arise while this field advances, One primary obstacle lies in the development of 

effective open-source tools to cater to various components inside data integration pipelines. One of 

the primary challenges lies in offering practitioners with feasible solutions to address the persistent 

issue of effectively integrating structured and unstructured data in a systematic manner [8]. 
 

Many different educational centers, universities and institutions are collecting  data about their 

employees, students, and the education process. Each of these entities collect their data in different 

manners and in different areas of the process, however, their ultimate target is the same, to make the 

decision-making process easier. A system collecting these information and combining them together 

to provide better reporting capabilities and generating better knowledge about their for these different 

entities will make the process to go through much easier. 
 

The primary objective of this proposed system is to address the challenge arising from the diverse 

and disparate information sources across various educational institutions. The research aims to 

develop a system that facilitates easy access to knowledge for all relevant stakeholders and 

emphasizes the significance of informed decision-making in these domains. This is particularly 

crucial in developing countries like Iraq, where universities lack efficient interconnectivity and are 

unable to leverage valuable information from one another to enhance the educational process based 

http://dx.doi.org/10.25098/7.2.34
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on the experiences of other institutions. The efficient utilization of useful information will be the aim 

and target for this research.  
 

The proposed system is a web-based application that is making utilization of the 3-Tiered 

Architecture (3TA) (see Fig.1) which makes it efficient and easy to use while making sure all of its 

data is securely stored and kept at a hosted Database (DB)[9]. 

 

Fig. 1. Three-Tiered Architecture [9] 
 

Additionally, Figure 2 below shows the overall functionality of our proposed system and how it is 

utilizing the 3TA: 
 

 
 

Fig. 2. The general structure of the proposed KRS system 
 

As shown in Figure 2, the proposed system works exactly the same way that any 3TA application 

would work by gathering input from users, processing them, and then storing them inside databases, 

while also providing presentation of these data as well. 
 

The paper's reminder is structured as follows: Related work is discussed in Section 2, in Section 

3, the methods algorithms, and materials used are explained, and Section 4 includes the results of our 

work while also discussing them. Finally, in section 5, a conclusion of the subject is outlined. 
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2. RELATED WORK 
 

Knowledge representation is an essential part of a lot of fields in which all are using it in different 

ways or means to provide a better understanding of their fields and take necessary decisions to further 

advance their field, below a number of related works to knowledge representation and decision 

support systems are explored. 
 

The study [1] by Solodovnikova et al. introduce a methodology for handling challenges related to 

evolving data sources and information requirements. They propose a data warehouse architecture that 

involves gathering data from various sources, using ETL procedures to standardize the data, and 

relying on metadata for system operation. The main focus of the study is on processing both detected 

and manually executed changes in data. The authors successfully applied this method to a publication 

data warehouse to demonstrate its effectiveness. 
 

In the referenced study [10], researchers explore decision support systems and emphasize the 

importance of educational data mining, a growing research area focused on analyzing various types 

of data from educational settings. They introduced a new decision support tool designed to predict 

students' performance on year-end exams. This tool employs a hybrid prediction system that 

combines multiple machine learning algorithms, outperforming individual algorithms. Additionally, 

the solution is user-friendly and compatible with various platforms and operating systems. The 

research's goal is to improve student admission processes and enhance services in educational 

institutions. 
 

Livieris et al. in their article [11], The paper provides an overview of Decision Support Systems 

and Learning Analytics and their applications in education. It outlines the characteristics and methods 

of these approaches. The paper introduces an integrated Decision Support System Model that 

primarily focuses on improving educational performance but can also be adapted for decision-making 

in other contexts. The model uses historical records, data analysis visualization systems, and 

integrates various data sources to present information in various visual formats to enhance decision-

making efficiently. 
 

In their publication [12], The authors, Myłka, Myłka, Kryza, and Kitowski, introduce the X2R 

system, which is designed to integrate data from various sources into an ontological knowledge base. 

The system's main goal is to provide a unified perspective on data stored in relational, XML, and 

LDAP sources within an organization. It achieves this by representing the data in RDF format, using 

a shared ontology, and ensuring compliance with predefined integrity requirements. The X2R 

platform enables users to specify complex data transformations between the original data sources and 

the unified knowledge base, allowing for the integration of diverse source schemas and target 

ontologies. The system also incorporates a range of integrity constraint primitives to maintain the 

quality and integrity of the unified dataset. Additionally, these constraints are utilized in a unique 

approach to enhance the semantic optimization of SPARQL queries. 
 

In addition, Y. Li and H. Li [13] propose an architectural framework based on autoencoders for 

robust learning from streaming data. They utilize denoising autoencoders for online feature learning 

to improve the robustness of learned representations. To handle data shift between source and 

destination streaming data, they introduce an ensemble weighted technique effective in managing 

http://dx.doi.org/10.25098/7.2.34
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concept drift. They also create a transfer mechanism to convey label information across diverse 

domains. This integrated approach enhances the architecture's effectiveness in multi-stream 

classification problems, resulting in accurate predictions with limited labeled examples. Experiments 

on various datasets show that their method outperforms other relevant methodologies and achieves 

state-of-the-art results. 
 

The paper [14], asserts Education plays a pivotal role in global development, making educational 

decision support crucial for students, educators, and institutions. The study proposes an educational 

decision support system designed for semester credit systems, incorporating educational data mining 

techniques to enhance its functionality. Challenges related to extracting information from this system 

are addressed, enabling administrators to gain practical insights from educational data. Knowledge-

based decision support systems empower administrators to make informed decisions about students' 

academic progress and provide necessary support for successful graduation, helping to prevent 

wastage of effort, time, and financial resources for both students and educators. 
 

The study[15], This scholarly endeavor empirically compares the use of different data sources, 

various classifiers, and ensemble methods for predicting student academic achievement. The study 

assesses the performance and efficiency of ensemble approaches using multiple data sources, as 

opposed to single data source base classifiers. The results demonstrate that combining diverse data 

sources and employing heterogeneous ensemble methods is highly effective and accurate in 

predicting student performance, as well as identifying students at risk of attrition. 
 

In their study, WuHanrui, WuQingyao, and K NgMichael [16] propose a domain adaptation 

approach to improve learning in a target domain by utilizing information from a source domain. 

Transferring knowledge between these domains becomes more challenging when the data in both 

domains have different types of features, known as heterogeneous domain adaptation (HDA). To 

tackle this issue, they introduced a new framework called Knowledge Preserving and Distribution 

Alignment (KPDA). KPDA aims to create an extended target space while minimizing knowledge loss 

and maximizing domain distribution alignment. This is achieved by identifying a latent space using 

Laplacian graph terms and reconstruction regularization. Maximum Mean Discrepancy is used to 

align the distributions of source and target domains in the latent space. The mathematical formulation 

of KPDA involves a minimization problem with orthogonal constraints and two projection variables. 

The method employs the Gauss-Seidel iteration scheme, breaking the problem into two subproblems. 

These subproblems are then addressed using search algorithms that rely on the Barzilai-Borwein (BB) 

step size. The preliminary findings indicate the efficacy of the proposed approach. 
 

B. Xu, S. Yan, S. Li, and Y. Du [17] in this study introduces an innovative architecture that 

employs federated transfer learning to classify students' grades while preserving privacy. It uses 

feature extractors and domain classifiers to align the feature distribution of participants in 

collaborative learning. The system ensures data confidentiality during transmission through 

homomorphic encryption and random masking. Experimental results show that knowledge transfer 

is efficient, even when dealing with partners having different data feature spaces and scales. Including 

target data parties with missing labels or limited features can enhance the training of student grade 

http://dx.doi.org/10.25098/7.2.34
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classification models, improving generalization and classification effectiveness for primary data 

participants. 
 

In the study [18], H. Wu and M. K. Ng address the complexities of multi-source domain adaptation, 

particularly the challenges associated with diverse feature representations in distinct domains, known 

as Multi-source Heterogeneous Domain Adaptation (MHDA). They propose a novel approach called 

Multiple Graphs and Low-rank Embedding (MGLE) to capture the local structural characteristics of 

different domains using multiple graphs and learn low-rank embeddings of the target domain. MGLE 

further improves the acquired embedding by incorporating the original target data and includes 

domain discrepancy and domain relevance modules. They develop an iterative optimization approach 

to tackle these challenges. The study evaluates the effectiveness of MGLE on real-world datasets, 

and the results demonstrate that MGLE outperforms baseline approaches across various measures, 

including AUC, MAE, accuracy, precision, F1 score, and MCC, confirming its efficacy. 
 

Although all the works explored in this section are somewhat close to our work, none of them has 

combined all the functionalities to design a system that utilizes academic knowledge to produce a 

decision-making support system for academic institutions to display their performance and also to 

compare it with other universities. The methodology of choice, approach and focused fields of the 

related works are outlined in Table 1 below: 

 

Fig. 3. The process of qualitative research [20] 
 

The initial stage of qualitative research involves selecting a research topic, often initiated by a 

researcher's idea. At this point, there may be a lack of existing literature to support the concept being 

investigated. The research inquiries in qualitative research do not include hypotheses and are derived 

from the research's starting point. Data collection methods in qualitative research are open or semi-

structured and can include interviews, observations, and written materials. Research questions can 

evolve during the study, which is common in exploratory research with open-ended data collection. 

Qualitative research standards suggest analyzing data as it is collected, allowing for adjustments to 

research questions. In this study, the research concept was deliberated upon, leading to the 

http://dx.doi.org/10.25098/7.2.34
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formulation of research inquiries. Data was collected, analyzed, and refined, with an iterative process. 

[20].  
 

3.1 Fundamental Concept 
 

In the discussion phase of qualitative research, the researcher goes beyond the raw data to interpret 

the findings and understand their significance. This involves a thorough analysis of the results in 

relation to the research questions or hypotheses. The interpretation is not a mere repetition of data but 

a detailed exploration of what the results mean in the research context. 
 

Furthermore, in the discussion phase, the researcher compares and contrasts the findings with 

existing studies and theories, placing the research within a broader academic context. Practical, 

theoretical, or societal implications of the findings are examined, and recommendations for future 

research, policy changes, or professional practices may be suggested. It's important to acknowledge 

any study limitations, such as sample size, methodology, or data analysis issues. The discussion phase 

concludes with a summary of the findings and their implications, highlighting the research's 

contribution to the field. 
 

The research questions phase in qualitative studies is a crucial step in defining the exploration or 

understanding goals of the research. Qualitative research questions are typically open-ended, broad, 

and aimed at understanding 'how' or 'why' something occurs, focusing on experiences, perspectives, 

or processes rather than hypothesis testing. Crafting effective research questions involves reviewing 

existing literature, ensuring they are original and significant, clear, focused, complex enough to merit 

detailed answers, and feasible within the study's scope. 
 

These questions serve as a guide for the entire research process, influencing methodology, data 

collection, and analysis. They may evolve and be refined as the study progresses and more is learned 

about the topic. 
 

3.2 Heterogeneous data acquisition 
 

Unstructured data collection in qualitative research involves gathering information without a 

predefined format, offering flexibility to capture nuanced details, emotions, and complexities. 

Methods for unstructured data collection include in-depth interviews, which are open-ended 

conversations, observations, where researchers immerse themselves in the study setting, open-ended 

surveys and questionnaires that allow for participant responses in their own words, and content 

analysis, which analyzes unstructured data like text, images, or videos to identify themes and patterns. 

While unstructured data collection can be more time-consuming to collect and analyze than structured 

data, it provides a deeper and richer understanding of the research topic. 
 

3.3 Data Test 
 

In the data analysis phase of qualitative research, researchers interpret raw data to derive 

meaningful insights, aiming to answer the research question. This involves several steps, starting with 

data preparation, where collected data is organized and transcribed. Next comes coding, where labels 

(codes) are assigned to data segments representing various themes or patterns. The process identifies 

themes, which are then related to the research questions. Researchers interpret these themes, seeking 
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to explain the 'how' and 'why' of phenomena. Validation methods are employed to check findings' 

reliability and validity, such as triangulation, member checking, or peer debriefing. The final step 

involves reporting findings in an organized manner, often using quotes from the data to illustrate the 

themes. The aim of qualitative data analysis is not to quantify or predict outcomes but to gain a deeper 

understanding of complex phenomena and explore diverse perspectives. 
 

3.4 Software Implementation 
 

The V-model software development methodology [21] was chosen for its suitability and is 

commonly used, especially in industries like automotive [22]–[24], due to its simplicity and well-

defined documentation phases that aid in issue tracking during development. The V-model divides 

the system development process into two main categories: system definition and verification steps. 

In the system definition phase, developers establish system requirements based on high-level business 

needs, followed by high- and low-level design by system engineers. The implementation phase 

precedes the verification steps, which involve testing at both unit and system levels. These 

verification steps ensure that the implemented system's functionality aligns with the earlier-defined 

requirements. If any requirements are not met, adjustments to the design are made to meet all 

requirements. After system acceptance and release, ongoing operations and maintenance are 

conducted throughout the system's lifecycle. 
 

 

Fig 4. The V-model development process [25] 
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3.5 Decision Making Algorithm 
 

The Binary Decision Tree technique, specifically the J48 method, was chosen for decision-making 

in the proposed system because it can classify input data into discrete categories using a tree structure. 

This algorithm was selected for its simplicity and speed in the decision-making process. The J48 

method employs a typical tree structure, including a root node, internal nodes, leaves, and branches, 

with each branch representing a sequence of nodes from the root to a leaf. Each node in this structure 

represents a specific trait or feature for classification. [26]. According to Mu et al. [27], Decision trees 

are widely used in data mining, spanning areas such as pattern recognition, machine learning, image 

processing, and information retrieval. They aim to uncover the underlying structure within data. In 

the context of particle classification, using a decision tree as the foundation holds promise due to its 

user-friendly and transparent nature. This approach can be advantageous for establishing thresholds 

based on morphological characteristics for particle classification. 
 

  

Fig 5. Decision Tree [28] 
 

Figure 5 depicts the path that decision trees take so that it makes a specific decision. In our case, 

the details about each academic activity are categorized per academic year and stored within the 

database of the system. Later, when these data are needed to be used in a comparison to show the 

rating for each category for the university in case compared against other universities or compared 

with other academic years a simple (if and else) is used that translates the decision tree into 

programming language. 
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4. Evaluation and Results 
 

Keeping the previously collected points in mind the proposed system has been developed and 

equipped with tools and methods to make it easy to use and detailed enough to help decision makers 

make the right decision and understand the processed information easily. In this section, the outcomes 

of the proposed system are discussed. Then, it shows the main interface of the aforementioned system 

and its various settings and feature set that allows a smooth operation of the Knowledge Representation 

process. 
 

The main sections of the system are: 
 

4.1 Home 
 

The Home page is the main page of the system where user logs into, it provides a view to the 

stored information within the system regardless of the academic year. 

 

Fig. 6. Home section in the AKR system 
 

In addition to viewing the activities that are stored within the system as shown in Figure 6, user can 

also Print these information directly from the system and also Export NUR-Ready xlsx files that would 

make it easier for QA agents to insert these information directly into NUR google sheets. 
 

4.2 Add Activities 
 

 In this section, the user is allowed to add new activities to each of the categories that is considered 

critical by the NUR ranking system. Users are allowed to add new activities either by typing down the 

details of them manually, or by adding them in bulk from Excel files (e.g., excel files from earlier 

years of NUR ranking system). 
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Fig. 7 Add Activity Section 
 

As shown in Figure 7, the Add functionality allows users to type down the fields required for each 

category, while also allowing “Upload from excel” functionality. 
 

4.3 Update Activities  
 

The Update section allows the user to update the activities that are stored within the system. 

 

Fig. 8. Update Section in the AKR system 
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As shown in Figure 8, the Update Activity section is quite simple which allows the user to select the 

required category, insert the Number of the item that needs to be updated and then simply modify any 

of the values as needed. 

4.4 Insight  
 

One of the most important sections of the proposed system is the Insight section. This section allows 

the user to show overall data and charts of the system and the information stored within the system. 

 

Fig. 9. Insight Section; Academic Activity per month graph 
 

The Insight Section provides a chart as shown in Figure 9 that shows the number of activities per 

month during a specific academic year. 
 

 

Fig. 10. Insight Section; Pie chart of types of activities 
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It also allows the user to see the data in a pie chart fashion which allows the user to see that distribution 

of activities per category. This provides a clearer understanding of the dominating activities within the 

university. 
 

The section also provides a total count of activities per category (shown in Figure 11below) that is 

displayed in numbers, which is yet another feature to help understand the data better. 

 

Fig. 11. Insight Section; Total number of each activity 
 

Finally, the Insight section also provides a Print function so that it could be easy to print out these 

information and make them readily available for reporting purposes. 
 

4.5 Comparison 
 

 Throughout this section, the user is provided with a yet another important tool that is designed to 

compare the performance of a certain academic year of the university to other universities or to other 

(previous) academic years. This is also an addition to the importance of the proposed system as it 

provides a convenient comparison methodology for the university to be able to benchmark their own 

performance during the academic year or compare their performance to earlier years as shown in 

Figure 11. 
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Fig. 12. Comparison Section; Comparing current academic year performance to earlier years. 
 

As shown in Figure 12, the comparison shows the numbers of activities within a year and compares 

them directly to a different year, or to the numbers of a different university. If a university is willing 

to provide their NUR sheet for the year you can use that directly to compare to your university, 

otherwise, you can also compare only to the numbers of each activity. Also, the comparison section 

provides a “Rating” based on the number of each activity. The rating will show “Strong” if the number 

of a specific activity in our university is higher compared to the other university, “Weak” if it’s the 

other way around, and “Moderate” if they are equal. 

 

Fig. 13. Comparison Section; Performance Rating 
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Figure 13 shows the Performance Rating in action when it is comparing the number of activities and 

rates them based on their numbers.  
 

Finally, a descriptive text will be provided once a comparison is made in this section that is 

generated directly from ChatGPT AI Tool. This helps putting the numbers and charts into clear words 

that highlights the major differences in which each university has higher scores compared to the other. 

 

Fig. 14. shows the ChatGPT descriptive text in action when it is describing the facts about each 

provided category. 
 

4.6 Logs 
 

 In this section, an overview of all the actions taken within the system is shown to the administrator 

of the system from adding activities, updating them, creating, or removing users and any other action 

that can be taken within the system. 
 

4.7 Users 
 

 This section is also administrator-exclusive where it provides user management such as creating or 

removing users, updating their contact information or passwords and any other information related to 

the users of the system. 
 

5. Validation: System Usability Score (SUS) 
 

The System Usability Scale (SUS) is a standardized questionnaire that is widely used for assessing 

perceived usability. It was developed in the early 1980s as part of a usability engineering program. 

The SUS consists of 10 five-point items with alternating positive and negative tones. It is used to 

measure how users perceive the usability of computer systems they are working on.  The SUS has 

gained popularity due to its simplicity and reliability. It has been widely adopted in industrial usability 

studies, accounting for 43% of post-study questionnaire usage. The paper that introduced the SUS 

has received over 5,600 citations on Google Scholar. Additionally, the SUS is freely available for 
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use, with the only requirement being that users acknowledge the source of the measure in their reports 

and publications.  Researchers and practitioners often choose to use the SUS because it provides a 

quick and effective way to measure perceived usability. Its widespread use and recognition as an 

"industry standard" contribute to its continued popularity in the field of usability assessment. [29] 

The scoring process for the SUS involves several steps. Here is a breakdown of the process: 

1. Converting raw item ratings into adjusted values: The initial stage involves the conversion of the 

unprocessed item scores into adjusted scores, which are commonly referred to as "score 

contributions." The adjusted scores span from 0, indicating the lowest rating, to 4, signifying the 

highest rating. The adjustment varies across items with odd and even numbers. To calculate the 

adjusted score for items with odd numbers, it is necessary to remove 1 from the raw value. To 

obtain the score for even-numbered items, decrease the raw score from 5. 

2. Handling blank responses: If a respondent leaves an item blank, it should be given a raw score of 

3, which represents the center of the five-point scale. 

3. Compute the sum of adjusted scores: Add up the adjusted scores for the odd-numbered items and 

the adjusted scores for the even-numbered items separately. 

4. Multiply by 2.5: Multiply the sum of the adjusted scores by 2.5 to obtain the standard SUS score. 
 

To summarize, the formula for calculating the standard SUS score is as follows: 
 

SUS = 2.5 * (20 + SUM(SUS01, SUS03, SUS05, SUS07, SUS09) - SUM(SUS02, SUS04, SUS06, 

SUS08, SUS10)) 
 

By following these steps and using the provided formula, you can calculate the final SUS score for 

a set of raw item ratings. 
 

After the development of the system, the QA team was contacted to test the usability of the system 

and give an “SUS Score” as per their experience on using the system. This survey was taken internally 

within the QA related personnel within DPU university, and also externally within a number of 

universities within the KRI. The graph in Figure 15 shows the results of the survey taken from 15 

participants in external universities that gave their score out of 1 to 5 to questions about the 

straightforwardness of the system, to the accuracy of the results displayed in the system. The average 

score of 80.5 out of 100 was achieved, shown in Figure 14 below. 
 

Additionally, the same survey was conducted within the DPU that targeted the QA staff of multiple 

departments within the university and the QA department itself. This time the score was higher with 

the average score of 90, and this is due to the fact that these staff were the same ones interviewed 

before starting the development process. So, understanding and using the system was clearer. The 

result of this survey is shown in Figure 16. 
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Fig. 15. External SUS score 

  

Fig. 16. Internal SUS score 
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Conclusion 
 

The academic field in the KRI is rapidly evolving; the types and numbers of academic activities 

are rising with it. These academic institutions all need a unified way to keep track of their progress 

and performance rating, hence, comes in the NUR system. However, the ways that are used to keep 

track of all the related academic activities performed by academic institutions are not unified, and 

mostly are not tracked even within a single academic institution. Our proposed system provides a 

unified way to store and keep track of all these data meanwhile providing real-time tracking and 

performance rating for institutions so that they could keep an eye on their performance in comparison 

to other institutions, or to their previous years. The AKR system also makes it easy for institutions 

that use it, to export and submit all their information regarding their academic activities to the NUR 

ranking system also. The SUS score that was gathered by the users of the system proves that the 

system is indeed working and makes the Knowledge representation process easier. 
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