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Abstract:

COVID-19 is a respiratory illness that the SARS-CoV-2 virus has caused. It has been declared a
pandemic by the (WHO). The surprise increase in infections and the high mortality rates have
strained the public healthcare system. Thus, it is fatal to recognize the most remarkable factors for
mortality prediction to improve patient treatment strategy. We developed a predictive model using
machine learning and Al to identify the health risks and predict the mortality rate of patients with
COVID-19. In this study, 4.711 patients with confirmed SARS-CoV-2 infection were included the
goal of this study is to develop an Al model that can help medical facilities identify which patients
need immediate attention and which ones should be sent to the hospital first. It can also help them,
triage patients, during times of overcrowding. various machine learning algorithms used to analyze
the mortality rate of patients with COVID-19. These included Random Forests, K-Nearest Neighbors,
Neural Networks, Support Vector Machines, and Decision Trees. We applied the feature selection
method to identify to improve the machine learning algorithm achievement. the results showed that
the Random Forests and Neural Networks approximated the best predictive model with a balanced
accuracy of 85%. The model with the best performance supplies a tool to decrease mortality. We split
the dataset of COVID-19 patients to analyze our model's accuracy Finally We used a confusion matrix
to analyze the model’s accuracy and other evaluation metrics.
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1. INTRODUCTION

COVID-19 is the last coronavirus family that can be prevalent from animals to humans. In
December 2019, COVID-19 was introduced in China. As of September 2022, around 620 million
cases of COVID-19 have been reported in various countries the mortality rate was 1% of the total
closed cases while the Serious or Critical cases recorded 39,930 with a rate of 0.3 of the total active
cases [1]. the announcement of COVID-19 as a pandemic resulted from increasing fear of the terrible
expansion and riskiness of the virus. It is recognized via its presence as a public health anxiety that
has spread over the world [2]. Countries around the world have been affected a lot by this virus, which
has resulted in some precautionary measures Such as general closures, curfews, and travel
restrictions. Although the signs of the disease are often mild, some injuries were dangerous and
sometimes fatal [3]. However, it’s assumed that the real infected numbers were much more in order
to the lack of tasting and the likely reduction of notification. Furthermore, currently, there aren’t
settled prediction biomarkers to exactly predict which patients are at pressing risk of death or require
immediate go-up care, making resource distribution hard [4]. Due to the late diagnosis and the
unknown nature of the virus, many infected patients did not receive the proper treatment. To improve
the quality of care for these patients, researchers have been developing new methods to screen them
for various clinical features [5].

Machine learning (ML) is one of the most paramount offshoots of artificial intelligence (Al) used
to produce systems that are able to canon examples and recover with no need to be explicitly
programmed [6].ML is modifying healthcare by giving away human and people's health through
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various computational benefits. It gives a share in observing diseased patients, disease type analysis,
determining and making prescriptions of a medicine, supplying patient-healthcare, reducing clinical
mistakes, predicting outcomes curative decision making, disclosing sepsis, and high-risk emergencies
in sick people [7]. Many research papers have been published in covid -19 by using ML. Models of
Al, big data platforms, and nature-inspired algorithms can be used for issue detection and approach
tracing of COVID-19 [8]. This paper aims to develop and compare some of the different machine
learning algorithms to predict mortality in COVID-19 patients. The system offered to preprocess
algorithm for data to choose new features, eject vain and excessive data elements flowed by selecting
the most paramount features. After that predictive model has been developed to classify the data and
predict the risk of mortality and the probability of survival. The model will be rendered as an early
notification system to timely characterize at-risk patients. The remnant of this paper is illustrated as
follows. Section 2 provides related research Section 3 demonstrates different methods and models
will demonstrate with explaining each method by giving information about each model, data
preprocessing, and feature Section 4 provides the results with several processes and measurements.
Section 5 covers the discussion and conclusion.

2. RELATED WORK

[9] used a set of machine learning models to analyze the data set generated by the hospital in
Wuhan, China. The data included 375 blood samples taken from patients admitted to the hospital.
The authors present a case study that shows how Machine Learning models can improve the accuracy
of hospital records by identifying patients who survived and died while they were in the hospital. A
study found [10] analyzed the early mortality risk prediction of patients with SARS-CoV-2 using
laboratory markers and demographic information. They used a combination of these tools to develop
models that were able to predict the disease's severity and mortality. Five baseline models were then
used to analyze the 183 individuals from Wuhan's Tongji Hospital. The researchers used Logistic
Regression as their final model due to its simplicity. The Area under the ROC Curve (AUC) of their
external dataset was 88%.

The sensitivity and specificity of their model were respectively 83% and 79.4%. In Pakistan, a
study conducted [11] analyzed the performance of different regression models in simulating the
deaths of COVID-19 patients. They found that the most accurate model was the quadratic one, which
showed the best performance. They then concluded that the mortality rate would decrease by October.
According to [12] the Support Vector Machines perform better than linear regression and multi-layer
perceptron when it comes to predicting the COVID-19 trend in Germany, the USA, and the globe.[13]
conducted a study on 3,524 COVID-19 patients, the researchers used five machine learning models
to predict their mortality. The models included Logistic Regression, a Support Vector Machine, a
Random Forest, gradient boosting, and a K Nearest Neighbor.

They proposed that the model could be used as an open-source decision support tool.[14] present
a study The goal of this study was to develop an algorithm that could predict the mortality of infected
individuals based on their clinical features. The researchers used 97 clinical features, including
demographic variables, blood measurements, and anthropometric measures. with an accuracy of
81.4%) and a severity (of 72.3%). [15] The authors of this study looked into the impact of different
nutrients on the number of COVID-19 deaths in different countries. They then calculated the K-means
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by country based on the distribution of energy, protein, and fat in 23 different types of food. They
found that high-fat consumption was associated with higher death rates.[16] analyze the various types
of lockdowns in three countries and predict the number of cases and deaths caused by COVID-19.
Through the use of machine learning models and time series, such as the SVM, random forests,
decision trees (DTs), K-Nearest Neighbors, polynomial regression, and Holt winter the researchers
were able to identify the most likely cases and deaths. [17] The authors used various machine learning
algorithms to analyze the data collected from COVID-19 patients. They were able to identify the most
alarming features and symptoms of the condition. [18] contrast the machine learning algorithms
executed for predicting the Intensive Care Unit (ICU) admission and mortality for COVID-19
patients. They present internally validated models by using patients presenting to the Emergency
Department (ED) they conclude that ensemble-based models proceed better than the other model
types at predicting mortality for COVID-19. CRP, LDH, and O2 saturation were recorded as
important for ICU admission models while eGFR <60 ml/min/1.73m2, and neutrophil and
lymphocyte percentages represent the most important variables for predicting mortality.

3. METHODS AND MATERIALS
3.1.source of data

the data used in this paper from a healthcare surveillance software package (Clinical Looking Glass
[CLG]; Streamline Health, Atlanta, Georgia) and a check of the primary medical records, freely on
Kaggle [19]. the dataset includes information on demographics, comorbidities, admission laboratory
rate, admission medications, admission supplemental oxygen demand, discharge, and mortality. The
original dataset includes 85 data elements from each patient, some redundant and useless data have
been removed such as Age, Black, White and Asian. There isn’t a missing value in this data, The
default categorical features in the dataset were coded as 1 for positive and 0 for negative. The dataset
should be balanced so it would be more accurate. Figure (1) shows the case diagram for the proposed
study.
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Figure 1: Framework of the proposed study.

3.2.Dataset Pre-processing
3.2.1 Feature selection

Feature selection is a fatal step in machine learning algorithms and data mining. It can help improve
the efficiency of the algorithms and reduce the time it takes to process the data, it minimizes the
processing time and accuracy of the denomination, there are three main classes of feature selection
which it is Filtering, Wrapper, and embedded methods, The most efficient method for evaluating
feature subsets is the Wrapper method, which trains a model using learning algorithms. However, it
is also the most demanding, as it requires a lot of computational resources. Another approach is the
Filter method, which takes a measure to assign a score to a set of features. This group is generally
less expensive than the other family but does not require model training. The embedded methods,
which train models using learning algorithms, perform feature selection during the model
construction phase. Compared to the filter methods, the embedded methods are faster. They are also
more precise and have better computational difficulty [20]. The development of intelligent analysis
tools requires the use of feature selection methods. These methods can be used to enhance the
performance of machine learning algorithms and reduce the number of selected features [21]. The
Filter method has been applied in this study fig 2 illustrates the steps of the method used for the
feature selection.20 features were used out of 85 features. The list of final features is available in
Table 1.
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Tablel: A feature selection list with the score of the algorithm

NO Feature Score

1 Severity 1075.132784
2 MAP < 70 860.068698
3 Age.l 438.294812
4 AgeScore 419.658824
5 MAP 320.882670
6 CrtnScore 254.673858
7 CrctProtein 230.067559
8 Procalciton > 0.1 220.153989
9 BUN > 30 207.063661
10 C-Reactive Prot >10  187.751790
11 BUN 186.729807
12 D-dimer 149.145630
13 Procalcitonin 143.670952
14 D-Dimer >3 126.428686
15 INR>1.2 126.428686
16 I1L6>150 117.882268
17 Troponin>0.1 116.433243
18 LOS Y 109.770169
19 02Sat<94 106.813724
20 AST >40 101.479708

3.2.2 Correlation Heat Map

This paper used Pearson’s correlation to find the correlation between the features and patient
mortality. This method was used to test whether there is a strong relationship between the independent
and dependent variables. The correlation coefficient is a statistical technique that measures the
strength of the relationship between various variables. It can be used to determine the significance of
a particular attribute in the data. According to the concept of this analytical technique, the relationship
between the target and dependent variables can be determined by taking into account the strength of
the correlation between the two. Table 2. Shows Severity, MAP < 70 display a high positive
correlation with patient mortality. While O2 Sat < 94, AST > 40, CrctProtein shows a low correlation
with patient mortality. Fig. 3 concludes that Severity, MAP < 70, Age.1, AgeScore, CrtnScore,
CrctProtein, and Procalciton > 0.1 are the most important features that identify patient sufferers. The
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findings support the literature's assumption that COVID-19 is associated with an increased risk of
death among older individuals or suffering from other comorbidities.
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Figure 3: Correlation Heatmap shows the impact of features on variable death.
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Table 2: calculate the correlation between variables and Death.

NO. Features Death correlation
1 Severity 0.431134
2 MAP < 70 0.392984
3 Age.l 0.291806
4 AgeScore 0.286053
5 CrtnScore 0.226512
6 CrctProtein 0.215827
7 Procalciton > 0.1 0.211338
8 BUN > 30 0.205231
9 C-Reactive Prot > 10 0.195811
10 BUN 0.195298
11  D-dimer 0.175214
12 Procalcitonin 0.172066
13  D-Dimer>3 0.161698
14 INR>1.2 0.161698
15 IL6>150 0.156275
16 Troponin>0.1 0.155335
17 LOSY 0.150929
18 02Sat<94 0.148929
19 AST>40 0.145243
20  Creatinine 0.144933

3.3 Analytics Algorithms

After selecting the most desirable feature subset, various machine learning algorithms have
developed a predictive model. Including Neural Networks, Decision Trees, Support Vector Machines
(SVM), K-Nearest Neighbor (KNN), and Random Forst Classifiers.

3.3.1 Neural Networks

Machine learning algorithms are inspired by the dynamics and architecture of the brain's networks
of neurons. These algorithms use highly idealized neuron models, which are fundamental to the
principle of artificial neural networks. For instance, a neural network can learn to recognize structures
in a data set. It can then create a training set containing input patterns and target values that represent
the properties of the patterns it learns.
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3.3.2 Decision tree

Data-driven learning (DTSs) is utilized for both regression and classification purposes [22] They
can predict the values of a dependent variable by learning simple decision rules based on the data
featured [23]. A DTs algorithm starts at the root node and goes through multiple split or internal nodes
until it reaches the leaf. Data points should go to the right node if the binary tree goes there. Left until
these points are in the appropriate leaves and should be left until the learning process is over. After
the learning process is completed and the data has been tested, we can analyze the algorithm with
unknown features (Khan et al.,2020).

3.3.3 K-Nearest Neighbors

The KNN algorithm is considered one of the most important algorithms in machine learning and
data mining [24]. K-nearest Neighbors (KNN) is a learner model that takes into account the nearest
values of various data sets. It performs time-series analysis to determine the Nearest Neighbours by
examining the data set's closest past values. The KNN is a statistical measure that shows the smallest
similarity between past and present cases [25].

3.3.4 Support Vector Machines

The Support Vector Machine is a type of machine-learning technique that can be used for
classification and regression purposes. It has excellent generalization capabilities and is especially
suited for small data sets [26]. It can be used to solve large-dimensional problems that are related to
structural risk minimization. It was developed using the statistical learning theory to solve local and
nonlinear minimum sequence problems. The system call can then use the sequence's short system
frequency to convert it into a call with a specified length of vectors [27].

3.3.5 Random Forest

Random Forest is a type of supervised learning algorithm that is commonly used for solving
various types of problems. It can be used in both classification and regression. This method is usually
combined with other models to improve its overall accuracy.

3.4 K-fold Cross-Validation Technique

Cross-Validation is a process that involves identifying the model that will interpret the results of a
statistical analysis in an independent data set. A resampling process known as cross-validation is
performed on a model to test its correctness. It involves taking various chunks of data and testing
them again and again. This is often utilized in situations where the goal is prediction. The user wants
to know how well the model can perform in practice. The grid search algorithm was used to determine
the optimal hyper parameters for some models The hyper parameters selected were those that gain
the best performance values. A tenfold cross-validation procedure the method was used for evaluating
the performance and the general error of total classification models, it’s widely used in data mining
and machine learning due to its different approach from the conventional split-case method. It helps
minimize the error rate and helps increase the number of data used for both validation and training.
In addition, it guarantees protection against arbitrary experiment theory by not overfitting or
overlapping the data between the validation and test [28].
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3.5 Framework Tools

For coding, the program python was used as a programming language, it’s associated with Python
machine learning packages libraries. numpy, pandas and scikit-learn library were used. Anaconda
was used as an interpreter to simplify the deployment of the package. Jupyter notebooks were used
to proceed with code lines in python.

4. RESULTS
4.1 Metrics Evaluation

The evaluation metrics used for ensemble models are designed to measure the reliability of the
method. Some of these include precision, recall, F1-score, AUC, specificity, sensitivity, and
confusion matrix.

ACC: The percentage of patients who are correctly predicted to die in the whole dataset is computed
using the following equation.

ACC = (TP +TN) /(TP + TN + FP + FN)

Where TP (True positive) and TN (True negative) are the correct predictions.
FP (False positives) and FN (False negatives) are incorrect predictions.

Our goal is to decrease the number of these errors.

Precision: The percentage of patients who survived and were correctly identified by ML models is a
measure of the accuracy of these models. It is computed using the following equation.

Precision =TP/ (TP + FP)

Sensitivity/ Recall: The percentage of patients who survived and were correctly categorized by the
classifiers is known as recall. This is because the model with a good recall has very few false
negatives.

Sensitivity/ Recall= TP/ (TP + FN)

F1-score: This metric is used to measure both recall and precision. It focuses on the cases of false
negatives and false positives. A higher F1 score indicates that the models correctly classify these
cases. The equation used to calculate it is

F1 Score = 2 * (Precision * Recall) / (Precision + Recall)

Specificity: The specificity of a model or algorithm is the ability to predict the true negative of a given
category. This is also referred to as the true negative rate in literature. The exact formula for this is
shown below.
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Specificity =TN / (TN + FP)

AUC: The relationship between the true positive rate (TPR) and the false positive rate (FPR) is
explained in the ROC curve. The AUC shows how well the ensemble can distinguish between the
binary classes known as Dead and Survived.

Confusion Matrix: The concept of a confusion matrix is a representation of the various instances
that are correctly classified by a model. The values of the columns indicate the correct prediction (the
true positives and the true negatives), while the other values show the misclassified ones (the false
positives and the false negatives).

4.2 Evaluation Model

With the help of advanced prediction techniques, COVID-19 patients can receive the most
effective and personalized care possible. This can be done through the use of specialized equipment
and monitoring. In this study, some algorithms such as K-Nearest Neighbors, Neural Networks,
Random Forests, Support Vector Machines, and Decision Trees were used as state-of-path classifiers
since they are used to award better results, the models were evaluated using a 10-fold Cross-
Validation method. Data were split into training (80%) and testing (20%) using the train-test-split
method. grid search was used to find the best hyperparameters for the models. A Confusion Matrix
was used to represent the performance of algorithms.in addition, it can help identify the model
misclassifies and provide insight into its performance. Figure.4 shows the Confusion Matrix of the
Random Forest algorithm. It is distinguished that most of the cases have been specified accurately.
the accuracy, precision, and other metrics were calculated by using the Confusion Matrix percentage
of correct classifications. The result of these percentages is summarized in Table 3. The Random
Forest AUC was shown in Figure.5 The Random Forests recorded the best results among all models.
the percentage of correct classification which was made by algorithms can be known as Accuracy.
The accuracy that results from Random Forests and 85%, and Neural Networks was 85%, K-Nearest
Neighbours, Support Vector Machine, and Decision Trees displayed an accuracy of 83%,82%, and
84% respectively. The recall obtained by The Random Forests, K-Nearest Neighbors, Neural
Networks, Support Vector Machines, and Decision Trees models was 96%,97%,94%,98%, and 97%
respectively. The F1 scores showed by The Random Forests, K-nearest Neighbors, Neural Networks,
Support Vector Machines, and Decision Trees models were 91%,89%,90%,89%, and 90%
respectively. The AUC obtained by the Random Forest, K-nearest Neighbors, Neural Networks,
Support Vector Machines, and Decision Trees models were 87%,82%,87%,85% and 82%
respectively. The higher the AUC range means the better the rendering of the models.
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Figure 4: Random Forest Confusion Matrix for mortality prediction.

Table 3: Predictive performance of machine learning algorithms.

Model Accuracy Precision Recall F1- AUC
score

Random 85% 85% %% 91% 87%
Forest

K-Nearest  83% 83% 97%  89% 82%
Neighbors

Neural 85% 87% 94% 90% 87%
Networks

Support 82% 82% 98% 89% 85%
Vector

Machines

Decision 84% 84% 97%  90% 82%
Trees
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Figure: Random Forest AUC for mortality prediction.

5. DISCUSSION

This study aimed to analyze the data collected from COVID-19 patients and develop a machine
learning algorithm that could predict their mortality rate. We performed a variety of metrics to
evaluate the developed models. The evaluation results indicate that the models can accurately predict
the mortality rate of COVID-19 patients. Other studies have also shown that the prediction of
mortality rate using blood samples and clinical data can be performed.While, we performed a study
on demographics, comorbidities, and the admission laboratory rate. Our study was able to achieve an
accuracy of 85% of the Random Forests model and Neural Networks.

6. CONCLUSION

This study aimed to develop a predictive algorithm to help medical facilities and hospitals
maximize the number of COVID-19 survivors. This tool would allow them to make more accurate
and timely decisions regarding the treatment of these patients. Our algorithm can accurately predict
the mortality rate of patients with COVID-19 using their physiological conditions, demographic
information, and pre-exit conditions. It can help hospitals and caregivers identify those who need
immediate attention and those who should be triaged before other patients arrive. The current study
could eventually help improve the healthcare system’s response to an outbreak or pandemic.
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